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Artificial Intelligence

Machine Learning

Deep Learning

1956
Artificial Intelligence
the field of computer science that seeks to create 

intelligent machines that can replicate or exceed 

human intelligence

1997
Machine Learning
subset of AI that enables machines to learn from 

existing data and improve upon that data to make 

decisions or predictions

2017

Deep Learning
a machine learning technique in which layers of 

neural networks are used to process data and 

make decisions

2021
Generative AI
Create new written, visual, and auditory content 

given prompts or existing data.

Generative AI



FLOWER PLAYING SOCCER

EAGLE
EAGLE

Traditional model development
High cost and slow deployment—each service is trained disjointly
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Services

Accessibility 
Services

Spatial 
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Azure Search, 
Video Indexer
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Foundation Models

Data

Text

Images

Speech

Structured Data

3d Signals

Tasks

Question and 

Answering

Sentiment Analysis

Information 

Extraction

Image Captioning

Object Recognition

Training AdaptationFoundation 

Model

Instruction Follow

Transformer Model



17B
Turing-NLG | 2020

Project Turing

Our mission is to expand the boundaries of 

natural language understanding., .

Turing-NLG

machine reading comprehension, question answering, transfer 

learning, reinforcement learning, computer vision, and even building 

interpretable models

Megatron NLG Turing

T-ULRv5

DeepSpeed ZeRO

Microsoft AI at Scale
Large Language Foundation models

340M
BERT-Large | 2018



340M
BERT-Large | 2018

17B
Turing-NLG | 2020

175B
GPT-3 | 2020



340M
BERT-Large | 2018

17B
Turing-NLG | 2020

175B
GPT-3 | 2020

530B
Megatron-Turing 

NLG | 2021



Ensure that artificial 

general intelligence (AGI) 

benefits humanity.

Empower every person and 

organization on the planet 

to achieve more

GPT-3x  & 4x

Generate and Understand Text

ChatGPT

Generate and Understand Code

DALL·E

Generate images from text prompts

Our partnership with OpenAI



Generative AI

GPT-4

Prompt: 

Write a tagline for an ice 
cream shop.

Response: 

We serve up smiles with 
every scoop!

DALL·E

Prompt: A white Siamese cat

Response:

ChatGPT

What is the fastest animal on land?

the cheetah (Acinonyx jubatus), 
which can reach speeds of up to 60 
miles (97 kilometers) per hour.

What makes them so fast?

Cheetahs are built for speed and 
have several adaptations that make 
them the fastest land animal: lean 
body, long legs, flexible spine, 
large nostrils and claws that don’t 
retract.

Content creation by API



Azure OpenAI

Service

GPT-4

DALL·E ChatGPT

Deployed in your Azure subscription, 

secured by you, and tied to your datasets 

and applications

Large, pretrained AI models to unlock 

new scenarios

AI models, some custom-tunable with 

your data and hyperparameters

Built-in responsible AI to detect and 

mitigate harmful use

Enterprise-grade security with role-based 

access control (RBAC) and private networks



Why is the sky blue?

OpenAI GPT-3 answer: 

The sky is blue because the Earth's atmosphere scatters 

sunlight in all directions and blue light is scattered more than 

the other colors because it travels as shorter, smaller waves



An astronaut riding a horse in a 

photorealistic style

Teddy bear working on new AI 

research on the moon in 1980

A bowl of soup that looks like a 

monster knitted out of wool



NUWA | Infinity

Text to image

A cloudy morning 

on the beach with 

the tide coming in

Mountains 

with clouds 

Image to video



Model

Davinci

Curie

Babbage

Ada

Most capable GPT-3 model. Can do 

any task the other models can do, 

often with higher quality, longer output 

and better instruction-following.

Very capable, but faster and lower cost 

than Davinci.

Capable of straightforward tasks, very 

fast, and lower cost.

Capable of very simple tasks, usually 

the fastest model in the GPT-3 series, 

and lowest cost.

Complex intent, cause and 

effect, summarization for 

audience

Language translation, 

complex classification, text 

sentiment, summarization

Moderate classification, 

semantic search classification

Parsing text, simple 

classification, address 

correction, keywords

4,096 tokens

2048 tokens

2048 tokens

2048 tokens

Max # Tokens 

per Request Description, performance, cost Use cases

Azure OpenAI | GPT-3 Family of Models



 Model

 text-davinci-002

 text-davinci-003

 ChatGPT model 

 (gpt-3.5-turbo)

 A GPT-3.5 model that was custom-tuned on natural 

language instructions and can perform a variety of tasks 

including summarization, question answering, 

classification, and more.

 An improvement over the text-davinci-002 model. The 

model is similar to its predecessor but generally more 

capable across all tasks.

 A model custom-tuned for working with dialogue. 

ChatGPT is a great model to use for conversational tasks.

Description

Azure OpenAI | Comparing the GPT-3.5 models

Visit the Azure OpenAI Service pricing page for pricing details

https://azure.microsoft.com/en-us/pricing/details/cognitive-services/openai-service/
https://microsoft-my.sharepoint.com/personal/dcass_microsoft_com/Documents/AOAI%20field%20asset%20strategy.pptx


ChatGPT (preview)
Use cases: 

➢ Generating natural language for chatbots and virtual assistants that has memory of the previous 

history of chat 

➢ Improving the accuracy and efficiency of automated customer service interactions

➢ Enhancing language translation software for more accurate and natural translations

➢ Generating more human-like content for social media and marketing campaigns

➢ Improving the effectiveness of natural language processing for tasks such as sentiment analysis 

and text classification

Use cases:

➢ Generating natural language for chatbots and virtual assistants with awareness of the 

previous history of chat

➢ Power chatbots that can handle customer inquiries, provide assistance, and converse but 

doesn’t have memory of conversations

➢ Automatically summarize lengthy texts

➢ Assist writers by suggesting synonyms, correcting grammar and spelling errors, and even 

generating entire sentences or paragraphs

➢ Help researchers by quickly processing large amounts of data and generating insights, 

summaries, and visualizations to aid in analysis

➢ Generate good quality code based on natural language

Use cases: 

➢ Generating and understanding natural language for customer service interactions, chatbots, 

and virtual assistants – doesn’t have memory of conversations

➢  Generating high-quality code for programming languages based on natural language input.

➢ Providing accurate translations between languages

➢ Improving text summarization and content generation

➢ Provides for multi-modal interaction (text and images)

➢ Substantial reduction in Hallucinations

➢ Consistency between different runs is high

Model Use Cases

GPT-3

GPT-4 (preview)

Large, pretrained Language 

Models that use deep learning 

to generate content

Customize generation by 

adding your data as context 

to the AI model

Built-in responsible AI 

to detect and mitigate 

harmful use



Azure OpenAI | Overview of GPT-3

Generative pre-trained transformer 3 

(GPT-3)

Autoregressive language model that uses 

deep learning to produce human-like text

Pre-trained on trillions of words

Predicts the most likely next word based 

on input text

General text-in/text-out interface



Azure OpenAI | GPT-3 Models

Powerful language 

models accessible 

to all skill levels

General purpose text-in/text-out

interface—flexibility

Simple UX—validate proof of concepts fast

Built in ML science intuition for everyone, 

with deeper controls for ML practitioners



Azure OpenAI | GPT-3 Prompt Design

Prompt—Text input that 

provides some context to the 

engine on what is expecting.

Completion—Output that 

GPT-3 generates based on 

the prompt. 
some context 



Azure OpenAI | GPT-3 Ideate, Experiment and Fine-Tuning

Iterate on ideas with 

a general-purpose 

text-in/text-out interface 

Prompt

Summarize game commentary

into highlights:

Shey Peddy is applying ball pressure at 

the top against Sabrina Ionescu. At 

7:48 remaining in the quarter; Peddy 

What are the main highlights of the 

game so far?

Sample response 

The game has been close with Phoenix 

leading New York 7-5. Shey Peddy has 

been key for Phoenix.

Prompt

Turn game commentary into highlights:

Commentary: What a pickup she has

Main highlights: New York has domina

###

Commentary:

1. Turner is so important defensively to 

2. Griner pulled way out, Hartley with

3. At 1:54 remaining in the quarter, Pho

E
x
a
m

p
le

s
In

p
u

ts

Sample response 

Main highlights:

1. New York has had a strong run in the  

2. Phoenix leading by 1 point, 24-23

3. New York Liberty's comeback has be R
e
su

lt
s

Prompt and completion examples

C
u

st
o

m
-t

u
n

in
g "hyperparams": { 

     "batch_size": 4, 
     "learning_rate_multiplier": 0.1, 
     "n_epochs": 4, 
     "prompt_loss_weight": 0.1, 
     "use_packing": true
}

Refine with examples 

(‘few shot learning’) with 

a simple UX

Optimize accuracy and 

latency to validate proof 

of concept fast

Azure OpenAI 

Service



Azure OpenAI GPT-4 Overview

GPT-4 is a large multimodal model (accepting text inputs, emitting text 

outputs) that, while less capable than humans in many real-world scenarios, 
exhibits human-level performance on various professional and academic 
benchmarks.

applying for access to GPT-4 todayApply here for GPT-4 access:

GPT-4 is more reliable, creative, and able to handle much more nuanced 

instructions than GPT-3.5.

Can do everything that GPT 3.5 can do

+ Visual Question and Answering (VQA)
+ Steerability
+ context length of 8,192 tokens

new
 slide

https://microsoft.bl-1.com/h/i/dsJTtHKQ/pK0QDJT?url=https://aka.ms/oai/get-gpt4


Multi-Modal Transformer Architecture

“What is the 
color of the cat?”

Multi self-attention

Layer Norm

Feed Forward

Layer Norm

Combining Layer

Visual Embeddings

Transformer Block

+

+

Multi self-attention

Layer Norm

Feed Forward

Layer Norm

Text Embeddings

+

+

Transformer Block

Multi self-attention

Layer Norm

Feed Forward

Layer Norm

Transformer Block

+

+

Lx

Nx

Rx

Image Input Text Input

new
 slide



GPT-4 Benchmarks

new
 slide



GPT-4 Limitations

GPT-4 has similar limitations as earlier GPT models.

• not fully reliable
• Hallucinates
• makes reasoning errors
• biases in its outputs
• lacks knowledge of events that have occurred after 

the vast majority of its data cuts off (September 2021)
• Does not learn from its experience

GPT-4 significantly reduces hallucinations relative to 
previous models (which have themselves been improving 
with each iteration). GPT-4 scores 40% higher than the 
latest GPT-3.5 in OpenAI’s internal adversarial factuality 
evaluations

new
 slide



Accelerate designs or inspire 

creative decision

Generate 50/images per minute  

(default rate, can be increased) 

with simple text prompts

Build capability into enterprise 

applications through APIs and SDKs

DALL•E 2









The ChatGPT model

Unlike previous GPT-3 models, the 

ChatGPT model is specifically designed 

to be a conversational interface. 

The conversational nature of the model 

makes it easier to interact with and to 

take advantage of the full power of its 

capabilities.

The prompts used with the ChatGPT model 

are also different than previous models 

because of the conversation nature and a 

new Chat API is available for using with the 

model. 



Working with the ChatGPT model

Chat Completion API 
(Recommended)

A new API designed for working with Chat models (gpt-35-turbo 

and gpt-4). We recommend using this API moving forward.

In this API, you pass in a series of messages rather than the 

prompt as a raw string making it easier to manage the 

conversation.

Completion API

The ChatGPT model also works with the existing completions API. 

In this API, you’ll format your prompt as a string and need to use 

the special tokens from Chat Markup Language.

We generally recommend using the Chat API instead because the 

special tokens may get updated in future version of gpt-35-turbo 

meaning you would need to update your prompts before 

updating to newer versions of the model.

<|im_start|>system

Assistant is a large language model trained by OpenAI.

<|im_end|>

<|im_start|>user

What is a garbanzo bean?

<|im_end|>

<|im_start|>assistant

messages = [

    { 

      “role”: “system”, 

      “content”: “Assistant is a large language model trained by OpenAI.” 

    },

    { 

      “role”: “user”, 

      “content”: “What is a garbanzo bean?” 

   }

]

There are two different APIs available for working with the ChatGPT model.



Working with the ChatGPT model

Previous GPT-3 models

Previous models were text-in and text-out 

(i.e., they accepted a prompt string and returned a completion to 

append to the prompt).

Answer questions from the context below.

Context:

A neutron star is the collapsed core of a massive supergiant star, which had a 

total mass of between 10 and 25 solar masses, possibly more if the star was 

especially metal-rich.

Q: What is a neutron star?

A:

The ChatGPT model

The ChatGPT model is conversation-in and message-out.

(i.e., it expects a prompt string that is formatted in a specific chat-

like transcript format and returns a completion that represents a 

model-written message in the chat)

[System Message]

Assistant is an AI Chatbot designed to answer questions from the context 

provided below.

Context:​

A neutron star is the collapsed core of a massive supergiant star, which had a 

total mass of between 10 and 25 solar masses, possibly more if the star was 

especially metal-rich.

[User]

What is a neutron star?

[Assistant]



Understanding the ChatGPT prompt format

The system message

The system message is included at the beginning of the prompt and is used 

to prime the model and you can include a variety of information in the system 

message including:

 A brief description of the assistant 

 The personality of the assistant

 Instructions for the assistant 

 Data or information needed for the model

User and assistant messages

After the system message, you can include a series of messages 

between the user and the assistant. You denote who the message is from by setting 

the role to user or assistant. 

Example prompt

{ “role”: “system”, “content”: “You are an Xbox customer 

support agent whose primary goal is to help users with 

issues they are experiencing with their Xbox devices. 

You are friendly and concise. You only provide factual 

answers to queries, and do not provide answers that are 

not related to Xbox.” },

{ “role”: “user”, “content”: “Why won’t my Xbox turn 

on?”},

{ “role”: “assistant”, “content”: “There could be a few 

reasons why your Xbox isn't turning on….”},

{ “role”: “user”, “content”: “I confirmed the power cord is 

plugged in but it’s still not working” }
{ 

      “role”: “user”, 

      “content”: “What is a garbanzo bean?” 

 }



ChatGPT limitations

Hallucinations

While the ChatGPT model has proven to have extensive knowledge, it can still be 

wrong at times. It’s important to understand this limitation and apply mitigations 

for your scenario. 

No custom-tuning

We do not currently offer custom-tuning for the ChatGPT model. Instead, we 

recommend customizing the model by tailoring the system message to your use 

case or using few shot examples of messages between the user and the assistant.



ChatGPT benefits

Conversational
The conversational nature of the model makes it easier to interact with so you can more easily get 

the most out of the model.

Multi-turn
The conversational nature of ChatGPT makes it easy to follow up on the model’s response. This 

gives users an easy mechanism to ask suggest edits, ask for clarification, etc.

Creative
The ChatGPT model excels at creative tasks like content writing and storytelling. 



Responsible AI Governance Framework

Implementation
Training | Tools | Testing

RAI Policies 
and Standard

RAI Principles

Monitoring

Auditing

Reporting

Compliance



Our ecosystem

Microsoft Board

Executive Leadership 

Office of Responsible AIOffice of Responsible AI

Research Policy Engineering

Microsoft Board



The Anatomy of the Responsible AI Standard

Principles > Which enduring values guide our responsible AI work?

Goals > What are the outcomes that we need to secure?

Requirements > What are the steps we must take to secure the Goals?

Tools and Practices > Which aids can help us meet the Requirements? 



The Standard’s Goals at a Glance

Accountability

A1: Impact Assessment

A2: Oversight of significant 

adverse impacts

A3: Fit for purpose

A4: Data governance and 

management

A5: Human oversight and 

control

Transparency

T1: System intelligibility for 

decision making

T2: Communication to 

stakeholders 

T3: Disclosure of AI 

interaction

Fairness

F1: Quality of service

F2: Allocation of resources 

and opportunities

F3: Minimization of 

stereotyping, 

demeaning, and 

erasing outputs

Reliability & Safety

RS1: Reliability and safety 

guidance

RS2: Failures and 

remediations

RS3: Ongoing monitoring, 

feedback, and 

evaluation

Privacy & Security

PS1: Privacy Standard compliance

PS2: Security Policy compliance

Inclusiveness

I1: Accessibility Standards compliance



Why responsible AI?

When your technology changes the world, you 
bear a responsibility to help address the world 
that you have helped create.

Brad Smith
President and Chief Legal Officer, Microsoft

“
”

Responsible AI principles from Microsoft

https://www.microsoft.com/en-us/ai/responsible-ai?activetab=pivot1%3aprimaryr6


Why Azure OpenAI

o Security – AAD RBAC

o Security – secure access via Microsoft private network

o Latency - DC location 

o Privacy/compliance – opt out from data being stored

o Privacy/compliance – Azure compliance certifications

o Monitoring – integrates with Azure Monitor

o Harmful content filtering



Why Azure OpenAI



Data privacy



How Azure OpenAI 
processes data



Azure OpenAI Data Processing

• Customers can apply to have abuse monitoring and/or content filtering 

configured off by completing this Limited Access form. 

• Once approved, a customer can determine if they want Microsoft to configure off 
content filtering, abuse monitoring, or both. 
• If abuse monitoring is configured off, no prompt and completion data is 

stored, and no human review is possible. This configuration happens at the 
subscription level, and the product documentation explains how a customer 
can verify that logging is off.

• Because the content filtering system does not store prompt and completion data, 
content filtering can remain active and no prompt and completion data will be 
stored.

CAN A CUSTOMER OPT OUT OF HAVING PROMPTS-AND-COMPLETIONS 

LOGGED FOR CONTENT FILTERING & ABUSE MONITORING?

https://customervoice.microsoft.com/Pages/ResponsePage.aspx?id=v4j5cvGGr0GRqy180BHbR7en2Ais5pxKtso_Pz4b1_xURE01NDY1OUhBRzQ3MkQxMUhZSE1ZUlJKTiQlQCN0PWcu
https://learn.microsoft.com/en-us/legal/cognitive-services/openai/data-privacy?context=%2Fazure%2Fcognitive-services%2Fopenai%2Fcontext%2Fcontext
https://learn.microsoft.com/en-us/legal/cognitive-services/openai/data-privacy?context=%2Fazure%2Fcognitive-services%2Fopenai%2Fcontext%2Fcontext#how-can-a-customer-verify-if-logging-for-abuse-monitoring-is-off


Uses and Capabilities



Content 

generation
Call Center Analytics: Automatically generate responses to customer inquiries

Code 

generation

Aircraft company using to convert natural language to SQL for aircraft telemetry data

Consulting service using Azure OpenAI Service to convert natural language to query propriety data models

Semantic 

search

Financial services firm using Azure OpenAI Service to improve search capabilities and the conversational quality of a 

customer’s Bot experience.

Insurance companies extract information from volumes of unstructured data to automate claim handling processes

Summarization International insurance company using Azure OpenAI Service to provide summaries of call center customer support 

conversation logs

Global bank using Azure OpenAI Service to summarize financial reporting and analyst articles 

Government agency using Azure OpenAI Service to extract and summarize key information from their extensive library of rural 

development reports

Financial services using Azure OpenAI Service to summarize financial reporting for peer risk analysis and customer 

conversation summarization

Unlock new use cases



Examples of multiple model use cases

End-to-end 

call center analytics 

 Classification

 Sentiment 

 Entity extraction 

summarization 

 Email generation

Customer 360 

 Hyper-personalisation using 

timely Summarization of 

customer queries & trends

 Search

 Content generation

Business process 

automation

 Search through structured & 

unstructured documentation

 Generate Code to query 

data models

 Content Generation



Azure OpenAI Service
Use cases

Codex

• Natural Language to Code

• Natural Language to SQL

• Code to Natural Language

• Code documentation

• Refactoring

DALL·E 2

• Creative ideation

• Podcast and music playlist images

• Content syndication

• Marketing campaign personalization

• Hyper-personalization



Azure OpenAI Service 
Use cases

Language

Reason over structured and unstructured data: 

Classification, Sentiment, Entity Extraction, Search

• Product feedback sentiment

• Customer and employee feedback classification

• Claims and risk analyses

• Support emails and call transcripts

• Social media trends

Writing assistance

• Marketing copy/email taglines

• Long format text

• Paragraphs from bullets



Azure OpenAI Service 
Use cases

Language

Summarization

• Call center call transcripts

• Subject Matter Expert Documents

• Competitive analysis

• Peer Analysis

• Technical reports

• Product and service feedback

• Social media trends

Conversational AI

• Smart assists for call centers

• Tech support chat bots

• Virtual assistants



Azure OpenAI Service 
Use cases

Language

Use Cases that use multiple model capabilities

• Contact Centers

• Classification—route mails to appropriate 

team

• Sentiment—prioritize angry customers

• Entity extraction and search—analyze liability 

and risk

• Mail and call transcript summarization

• Customer response email generation 

• Rapid response marketing campaigns: 

classification, sentiment, summarization, 

content generation, image generation



Additional 

considerations

This is only a REST API. It needs to be connected to 

applications and/or business processes to be useful.

These models use input from instructions and 

examples in the prompt to identify the task.

The model completes the task by predicting the 

most probable next text.

In the next section(s), we will cover three main 

approaches for in-context learning.

There are some additional considerations when 

choosing a use case. Learn more

https://learn.microsoft.com/en-us/legal/cognitive-services/openai/transparency-note?context=%2Fazure%2Fcognitive-services%2Fopenai%2Fcontext%2Fcontext#considerations-when-choosing-a-use-case


Andrey Vykhodtsev

Sr. AI Architect – CEMA SE

Azure OpenAI – based 

Architectures Deep 

Dive



Agenda

Azure OpenAI use cases overview

“Retrieval-Augumented Generation” conceptual overview

Key components to build an OpenAI solution

Scenario deep dive: AI Powered Enterprise Q&A

Scenario deep dive: Contact center analytics

Scenario seep dive: Document Process Automation

Scenario deep dive: Application CoPilot



Azure OpenAI

Content 

generation

Call center analytics: 
automatically generate 

responses to customer inquiries

Generate personalized UI 

for your website

Summarization

Call center analytics: 
summary of customer 

support conversation logs

Subject matter expert document: 
summarization (e.g. Financial 

reporting, analyst articles)

Social media trends 

summarization

Code
generation

Convert natural language to SQL 

(or vice versa) for telemetry data

Convert natural language to 

query proprietary data models

Code documentation

Semantic 
search

Search reviews for a specific 

product/service

Information discovery and 

knowledge mining

Examples of multiple model use cases
End to end call center analytics: classification, sentiment, entity extraction, summarization and email generation

Customer 360: hyper-personalisation using timely summarization of customer queries & trends, search, and content generation

Business process automation: search through structured & unstructured documentation, generate code to query data models, content generation

Top Capabilities and Use Cases



Azure OpenAI | When to use it

I need a general-purpose model that can handle multiple tasks. 

e.g., translation+entity recognition+sentiment analysis 

I need to generate high-quality content, while preserving data privacy and security

e.g., abstractive summarization, content writing, paraphrasing, code

I need rapid prototyping and quick time to market for many use cases

I could use a model with little or no additional training

I want to explore solutions / use cases that have been described previously

Vision Speech

Azure OpenAI Service

Language Decision

Azure Cognitive Services



Personalised Customer Care Innovation w/ Better / Alternative Treatment

HEALTHCARE INDUSTRY BENEFITS

Cost Savings through Optimised Engagement

Claims Processing

Automate the claims processing process by answering 

questions and providing information to patients and 

providers about coverage, deductibles, and reimbursement 

through Semantic Search and ChatGPT.

Cost Estimation

Search through cost models and alternative treatments to 

provide patients with an estimation of cost for healthcare 

services.

Alternative Treatments

Advanced language understanding that can help find connections 

between different treatments, understanding available alternatives and 

their side effects through summarizing internal and external data.

Ambient clinical intelligence

Automatically generate responses to customers to field

basic questions based on knowledge base, so as to 

prioritise more complex care. 

Clinical documentation

Reduce manual work in going through extensive 

documentation to derive an answer for a patient or to identify 

key patterns that can be done through summarization.

Patient Support

Enable presenting a summary of customer conversations, 

removing the need to scroll through the long conversation 

history to understand customer needs.

Pattern Recognition

Topic Analysis will help us classify customer conversations to 

identify emerging patterns in customer complaints and asks.

Hyper-personalisation

Topic Analysis will help us classify customer conversations 

to suggest alternatives to customers.

Sentiment Analysis

Advanced Clinical Language Understanding can help 

predict and even diagnose diseases by analyzing clinical 

notes and patient conversations and summarizing them 

to understand if the patient’s tone is indicative of a 

deeper illness or depression / anxiety?

News and Trends

Topic Analysis will enable mining the web content for 

latest news and trends to know what are the latest 

innovation topics in the industry news or to understand 

what is leading to a drug recall, etc.
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Overview of Retail capabilities



Document Process Automation

Digitise documents, extract key information through Semantic 

or Cognitive Search and summarise them (e.g. legal document 

summarization through internal and external information).

Risk Management

Recognise current patterns and trends to identify risks 

through content (including social media and blogs) search 

and summarization.

Contact Center Analytics

Call summarization to extract key information from call logs 

in order to identify trends in customer complaints and 

involve human agents who have succinct and relevant 

information to make faster decisions / responses. Use Q&A 

features to automatically handle calls through bot agents.

Market Analysis

Automatically generate top-of-mind / editorial opinions based 

on a day's market dynamics, produce a summary view and a 

few key-points analysis

Contact Center Analytics

Call summarization to extract key information from call logs in 

order to identify trends in customer complaints and involve 

human agents who have succinct and relevant information to 

make faster decisions / responses. Use Q&A features to 

automatically handle calls through bot agents.

Customer Q&A

Generate human-like responses for live chat/voice bot 

applications.

Virtual health

Automatically generate personalized correspondence to 

land the best messaging based on the customer needs 

and patterns

Sentiment Analysis

Agent training mechanism to simulate customer 

interaction and evaluating the end 'customer' satisfaction 

via sentiment analysis using GPT models.

Regulatory Compliance

Help agents comply to regulatory compliance in internal 

research and due diligence through assisted Q&A policy 

and underwriting rules. 
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Contact Center Analytics
Call summarization to extract key information from call logs in 

order to identify trends in customer complaints and involve human 

agents who have succinct and relevant information to make faster 

decisions / responses. Use Q&A features to automatically handle 

calls through bot agents.

Personalised Customer Care Intelligent Compliance & Risk Management

FSI INDUSTRY BENEFITS

Cost Savings through Optimised Engagement

Cross-Business Unit Information Gathering
NER, Sentiment, Classification and Summarization of news 
sources across multiple business units

Overview of Retail capabilities 



Internal Communications

Respond to queries from across the org, multiple business units and 

backend data systems through intelligent Q&A using semantic 

search and summarization.

Internal Helpdesk

Use intent classification, entity extraction, sentiment analysis 

and light-weight summarization of internal helpdesk tickets, 

to automate route and reduce resolution time of IT/HR 

helpdesk tickets submitted by employees.

Procurement Management

Extract valuable information and insights from data in 

vendor contracts. Summarize vendor contracts and 

highlight any negative statements through sentiment 

analysis.

Intelligent Onboarding

Conversational chat to onboard engineers, sales representatives, etc. 

into the company using development practice, IT Strategy and Best 

practices..

Automatic Product Descriptions

Suggest long item description generation based on few key 

inputs from merchandising experience agents, to reduce 

manual efforts

Automatic Marketing Emails

Generate marketing emails automatically based on 

personalized customer 360 information and marketing video 

extraction and summarization.

Contact Center Analytics

Call summarization to extract key information from call 

logs in order to identify trends in customer complaints 

and involve human agents who have succinct and 

relevant information to make faster decisions / 

responses. Use Q&A features to automatically handle 

calls through bot agents.

Advertising and Campaigns

Automatically generate image models for advertisements and 

marketing campaigns

Brand Management

Connect to social media feeds, summarizing them and using 

sentiment analysis to better understand product / service 

quality. 

Retail workforce management

Automatically manage store scheduling through search 

and content generation.

User-Generated Content

Generate description for User Generated Contents (e.g. product 

description based on photograph of the product). Combine with 

Computer Vision and Content Moderator to filter out contents 

inappropriate for sharing.

Report Generation

Operational management summary for store managers 

and central managers. Concise summary of all support 

tickets to store manager/executives to create a report for 

executive leadership
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Hyper-personalisation Intelligent Contact Center

RETAIL & CPG INDUSTRY BENEFITS

Innovative Marketing and Campaigning

Overview of Retail capabilities 

Advertising and Campaigns​

Automatically generate image models for advertisements 

and marketing campaigns​



Hyper-personalisation Innovative Content Creation

CMT INDUSTRY BENEFITS

Intelligent Contact Center

Trends Analysis

Use Social Media trends and data to understand customer 

sentiments on products and services, in order to better service to 

the customers and personalize content based on new trends and 

patterns.

Internal Communications

Respond to queries from across the org, multiple business 

units and backend data systems through intelligent Q&A 

using semantic search and summarization.

Contact Center Analytics

Call summarization to extract key information from call logs in 

order to identify trends in customer complaints and involve 

human agents who have succinct and relevant information to 

make faster decisions / responses. Use Q&A features to 

automatically handle calls through bot agents (e.g. outage 

information, etc.)

Pattern Recognition

Topic Analysis will help us classify customer conversations to 

identify emerging patterns in customer complaints and asks.

Hyper-personalisation

Topic Analysis will help us classify customer conversations 

to suggest alternatives to customers.

Summarise audio transcripts

Perform entity extraction and generate summaries of 

audio transcripts extracted from their video content.

Accelerating pre-publication work

Accelerate and analyze their work before publication, 

including suggesting content edits to comply with 

editorial style guide, generating compelling informative 

summaries, generating SEO optimized headlines 

for articles, and assisting in article composition from 

wires or from fact lists, etc. 
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Summarise and automatically generate new content to fans

Summarise and innovative the content provided to fans through 

company’s website. Even generate new UI for website.

Summarise and automatically generate new content to gamers

Summarise and innovative the content provided to gamers on the 

gaming platform.

Co-Pilot Approach

Embedding Codex into the game development platform 

to have a co-pilot approach to developing code on the 

platform with code completion service within the 

company’s IDE.

Automatic Marketing Emails

Generate marketing emails automatically based on 

personalized customer 360 information and marketing video 

extraction and summarization.

Internal Helpdesk

Use intent classification, entity extraction, sentiment 

analysis and light-weight summarization of internal 

helpdesk tickets, to automate route and reduce resolution 

time of IT/HR helpdesk tickets submitted by employees.

Overview of Retail capabilities 



Worker Assistance and Onboarding Innovative Content Creation

MANUFACTURING / ENERGY / OIL&GAS INDUSTRY BENEFITS

Intelligent Contact Center

Trends Analysis

Use Social Media trends and data to understand customer sentiments 

on products and services, in order to better service to the customers 

and personalize content based on new trends and patterns.

Internal Communications

Respond to queries from across the org, multiple business 

units and backend data systems through intelligent Q&A 

using semantic search and summarization (e.g. 

information on prevention guidelines, etc.)

Contact Center Analytics

Call summarization to extract key information from call logs in 

order to identify trends in customer complaints and involve 

human agents who have succinct and relevant information to 

make faster decisions / responses. Use Q&A features to 

automatically handle calls through bot agents.

Pattern Recognition

Topic Analysis will help us classify customer conversations to 

identify emerging patterns in customer complaints and asks, 

as well as in most effective consumption patterns..

Hyper-personalisation

Topic Analysis will help us classify customer conversations 

to suggest alternatives to customers.

Automatically generate email responses

Understand customer sentiment and automatically 

generate email responses to customers.

Remote Worker Assistance

Personal assistance/knowledge provider to business 

users as well as operations personnel at remote locations.

Security
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Equipment Reporting

Text summarization and pattern recognition to automatically 

generate reports on equipment failures, etc.

Summarise and automatically generate new content to customers

Automatically summarise and generate new and relevant content to 

customers to reduce the amount of manual effort required in 

responding to customers.

Staff Onboarding

Use Generative Models capabilities to build training 

material for new personnel (e.g. customer service agents, 

factory workers, etc.) onboarding, based on recorded 

conversation history.

Automatic Marketing Emails

Generate marketing emails automatically based on 

personalized customer 360 information and marketing video 

extraction and summarization.

Internal Helpdesk

Use intent classification, entity extraction, sentiment 

analysis and light-weight summarization of internal 

helpdesk tickets, to automate route and reduce resolution 

time of IT/HR helpdesk tickets submitted by employees.

Overview of Retail capabilities 



Aviation Example



Finance Example



Biomedical Example



The Standard’s Goals at a Glance

AccountabilityAccountability Transparency Fairness Reliability & Safety

Privacy & Security Inclusiveness



Retrieval Augmented Generation

User Question

LLM Workflow

Query My Data
Cognitive

Search

Add Results to Prompt

Query Model
Large Language 

Model

Send Results



Anatomy of a RAG app

App UX Orchestrator

Retriever over Knowledge Base

Query → 

Knowledge

Prompt + Knowledge → 

Response

Large Language Model

Build your own experience

UX, orchestration, calls to retriever and LLM

e.g., Copilots, in-app chat

Extend other app experiences

Plugins for retrieval, symbolic math, 

app integration, etc.

e.g., plugins for OpenAI ChatGPT



Retrievers: Externalizing Knowledge

“Find the most relevant snippets 

in a large data collection, using 

unstructured input as query”

== search engine

App UX Orchestrator

Azure OpenAI

Azure Cognitive Search

Data Sources

(files, databases, etc.)

Query → 

Knowledge

Prompt + Knowledge 

→ ResponseAzure Cognitive Search

 Azure’s complete retrieval solution

 Data ingestion, enterprise-grade 

security, partitioning and replication 

for scaling, support for 50+ written 

languages, and more



RAG vs. FineTuning

Prompt:

Extract job titles from the following sentences.

Sentence: John Doe has been working for Microsoft for 
20 years as a Linux Engineer.

Job title: Linux Engineer

###

Sentence: John Doe has been working for Microsoft for 
20 years and he loved it.

Job title: none

###

Sentence: Marc Simoncini | Director | Meetic

Job title: Director

###

Sentence: Damien is the CTO of Platform.sh, he was 
previously the CTO of Commerce Guys, a leading 
ecommerce provider.

Completion:

Job title:  CTO

 Finetuning:
 Need to provide labeled data

 Need to deploy finetuned model ($$)

 Model ”internalizes” knowledge

 RAG
 No need for labelled data

 Externalized knowledge



Retrieving Using Semantic Similarity

Vector representations

(or embeddings)

 Learned such that “close” vectors 

represent items with similar meaning

 May encode words, sentences, images, 

audio, etc.

 Some map multiple media types into the same space

 Azure OpenAI embeddings API, OSS 

embeddings (e.g., SBERT, CLIP)



GPT: Embeddings - Recommendations

 Recommendations are 

widespread across the web:
 'Bought that item? Try these similar items.'

 'Enjoy that book? Try these similar titles.'

 'Not the help page you were looking for? Try 

these similar pages.’

 With embeddings, we can answer 

the question: given an article, what 

other articles are most similar to it?

If current Article is the center dot, then 

recommend all closest articles falling inside 

the circle, as being “Recommended 

Readings”



Vector-based Retrieval

Encoding (vectorizing)

 Pre-process and encode 

content during ingestion

 Encode queries during search/retrieval

Vector indexing

 Store and index lots of n-dimensional vectors

 Quickly retrieve K closest to a “query” vector

 Exhaustive search impractical in most cases

 Approximate nearest neighbor (ANN) search

Embedding
[0.023883354, 0.021508986, 
0.044205155, 0.019588541, 
0.031198505, …]



Vector Search in Azure Cognitive Search

New vector type for index fields

 Users indicate vector size, distance function, algorithm and algo-specific parameters

Pure Vector Search & Hybrid Search

 Filters, faceting, etc. all works with vectors

 Integrates with existing search indexes

 Existing data ingestion and augmentation machinery entirely applicable

Combines well with L2 re-ranker powered by Bing’s models

 Enables improved ranking for hybrid search scenarios

 L1: keywords + vector retrieval

 L2: Bing’s ranker refreshed with GPT-enhanced work

Enterprise-grade

 Scalability (partitioning, replication)

 Security: network isolation, managed identities, RBAC, etc.



Revolutionizing Indexing and 

Retrieval for LLM-powered Apps
Power your retrieval-augmented generation applications

Images Audio Video Graphs Documents

• Use vector or hybrid search

• Use Azure OpenAI embeddings or bring your own

• Deeply integrate with Azure

• Scale with replication and partitioning

• Build generative AI apps and retrieval plugins

Sign up today https://aka.ms/VectorSearchSignUp

https://aka.ms/VectorSearchSignUp


Client

Chat history

Customer info
Chat History Customer info

LLM App

Find Customer 

Intent & Product
Template

Connections

Product Info Search

Proposed Chat Reply

LLM: ChatGPT

LLM: ChatGPT

Cognitive

Search

Provide Reply

Based on Context
Template

chat history

customer info

product_id

Product IDIntent

intent, 

product_id, 

proposed_reply

product_info

Diagram



ML Platform

Customizable AI Models

Cognitive Services

Scenario-Based Services

Applied AI Services

Application Platform

AI Builder

Applications

Azure AI

Partner Solutions

Power BI Power Apps Power Automate Power Virtual Agents

Azure Machine Learning

Vision Speech Language Decision

Azure OpenAI 

Service

Immersive Reader Form RecognizerBot Service Video Indexer Metrics AdvisorCognitive Search

Developers & 
Data Scientists 

Business 
Users



Q&A Search App

https://github.com/Azure-Samples/azure-search-openai-demo



Q&A Chatbot architecture

https://github.com/pablomarin/GPT-Azure-Search-Engine



Q&A PoC architecture

https://github.com/samelhousseini/km-openai/



Contact Center Analytics using Speech API & 
Azure OpenAI Service

Extract rich insights from call transcripts

Call-Center Agent

Person-to-Person

Conversation

Caller

Telephony

Server

Azure

Storage

Azure Cognitive Services – 

Speech & Azure OpenAI Service

Intelligent 

Transcription

Speech-to-Text

Azure OpenAI

Service

Conversation Trends

& Insights

PowerBI Insights
(near real-time)

Audio

Files

Detailed call history incl. 

summaries, call reasons, 

etc.

CRM



Call Center intelligence

https://github.com/amulchapla/AI-Powered-Call-Center-Intelligence



Busines Process Automation accelerator

https://github.com/Azure/business-process-automation



AI orchestration

Apps

Foundation models

AI infrastructure

Visual Studio

+

Copilot stack

Plugin extensibility

Copilots

Prompt & response filtering

Metaprompt

Data grounding

Plugin execution



Generative AI Applications

Azure Machine Learning

Native OSS 

Model Catalog

Prompt Eng/Eval

Prompt flow

Responsible AI

Azure Content Safety

High Scale Gen AI 

App Deployment

Gen AI Model 

Monitoring



Announcing

Azure Machine Learning 
Prompt flow

Customer Benefits

• Create AI workflows that consume various 

language models and data sources using 

the frameworks and APIs of your choice

• One platform to quickly iterate through build, 

tune, & evaluate for your GenAI workflow

• Evaluate the quality of AI workflows with 

pre-built and custom metrics

• Easy historical tracking and team collaboration

• Easy deployment and monitoring



Start building 
plugins today

https://aka.ms/PluginRepo



Project Florence – Large foundation model

Caption Depth

Video Reasoning

Our Foundation Model



Image Analysis APIs

REST API
https://{endpoint}/computervision/imageanalysis:analyze?features=caption

https://{endpoint}/computervision/imageanalysis:analyze?features=densecaptions

Image captions Dense captions

a woman in a canoe touching water with a man in the front

Public Preview

May 23, 2023



Image 

retrieval APIs



Image retrieval APIs cont.

REST API
https://<endpoint>/computervision/retrieval:vectorizeImage

https://<endpoint>/computervision/retrieval:vectorizeText

1. Vectorize 3. Retrieve2. Measure

Vectorize Image API Image Vectors

Vectorize Text API Text Vector

Cosine 

Similarity

N Top Image 

Vectors

Find images 

for vectors

“Light through 

the canopy”

Photo Library

Vectorize Image API Image Vectors

Vectorize Text API Text Vector

Cosine 

Similarity

N Top Image 

Vectors

Find images 

for vectors

“Light through 

the canopy”

Photo Library

“Light through 

the canopy” 

Photo Library

Vectorize Text 

API 

Vectorize Image 

API 

Text Vector 

Image Vectors

N Top 

Image 

Vectors 

Find 

image for 

vectors

Search Index

Cosine 

Similarity

Public Preview

May 23, 2023



Video Frame Locator & Summarization

Pre-processed video - or data 

stream from the camera

Azure Cognitive 

Services

Data and analytic 

service providers

Actionable data, statistics, 

and insights ready to use

End customer

Data analysis

Application

Storage Search Summarization



Axis Cameras Connected to Azure Cognitive Services cont.

1

One-click camera 

installation

Axis connected 

services

Create an 

Organization

Camera setup

Pre-processed video - or data 

stream from the camera

Azure Cognitive 

Services

Configure 

video source

Data and analytic 

service providers

Actionable data, statistics, 

and insights ready to use

End customer

Data analysis

Application

2

3 4
Search & 

Summarize 

video 



Axis supported portfolio

The Azure Cognitive Services for 

Vision integration is supported on 

camera models with ARTPEC-8 and 

CV25 System-on-chip (SoC).

Find a compatible camera at:
https://www.axis.com/support/tools/product-selector

AxisCommunications/acap-integration-examples-azure: 

Integration between Axis devices and Microsoft Azure 

(github.com)

https://www.axis.com/support/tools/product-selector
https://github.com/AxisCommunications/acap-integration-examples-azure
https://github.com/AxisCommunications/acap-integration-examples-azure
https://github.com/AxisCommunications/acap-integration-examples-azure


Announcements

Azure Speech, Multistyle Auto Predict

Language Summarization

Azure Form Recognizer, Query Fields

Azure OpenAI, On your Data

Azure OpenAI, Plugins

Promptflow

Azure AI Content Safety

Azure Cognitive Search, Vector Search

Microsoft Build 2023 Book of News

https://news.microsoft.com/build-2023-book-of-news/


Links to assets

microsoft/Customer-Service-Conversational-Insights-with-Azure-OpenAI-Services (github.com)

openai/End_to_end_Solutions at main · Azure-Samples/openai (github.com)

azure-openai-samples/use_cases at main · Azure/azure-openai-samples (github.com)

https://github.com/Azure/ai-solution-accelerators-list/tree/main/OpenAIDemos

pablomarin/GPT-Azure-Search-Engine: Azure Cognitive Search + Azure OpenAI Accelerator (github.com)

https://github.com/microsoft/Customer-Service-Conversational-Insights-with-Azure-OpenAI-Services
https://github.com/Azure-Samples/openai/tree/main/End_to_end_Solutions
https://github.com/Azure/azure-openai-samples/tree/main/use_cases
https://github.com/Azure/ai-solution-accelerators-list/tree/main/OpenAIDemos
https://github.com/pablomarin/GPT-Azure-Search-Engine


Mahmoud Moussa & Jurgens de Bruin

Cloud Solution Architect

Prompt Engineering 

Guide and Techniques



Text classification
Named Entity Recognition (Zero-Shot)

Prompt:

Extract the name and mailing address from this email:

Dear Kelly,

It was great to talk to you at the seminar. I thought Jane's talk was quite good.

Thank you for the book. Here's my address 2111 Ash Lane, Crestview CA 92002

Best,

Maya

Completion:

Name: Maya

Mailing Address: 2111 Ash Lane, Crestview CA 92002



Text classification
Custom Named Entities (Few-Shot)

Prompt:
Extract job titles from the following sentences.

Sentence: John Doe has been working for Microsoft for 20 years as a Linux Engineer.
Job title: Linux Engineer
###
Sentence: John Doe has been working for Microsoft for 20 years and he loved it.
Job title: none
###
Sentence: Marc Simoncini | Director | Meetic
Job title: Director
###
Sentence: Damien is the CTO of Platform.sh, he was previously the CTO of Commerce Guys, a leading 
ecommerce provider.

Completion:
Job title:  CTO



Text classification
Multi-Label Text Classification (Few-Shot)

Prompt:
The following is a list of movies and the categories they fall into:

Topgun: As students at the United States Navy's elite fighter weapons school compete to be best in the class, one daring young 
pilot learns a few things from a civilian instructor that are not taught in the classroom.
Category: Drama, Action

Hustle: A basketball scout discovers a phenomenal street ball player while in Spain and sees the prospect as his opportunity to 
get back into the NBA.
Category: Comedy, Drama, Sport

The Northman: From visionary director Robert Eggers comes The Northman, an action-filled epic that follows a young Viking 
prince on his quest to avenge his father's murder.
Category:

Completion : 
Action, Adventure, Drama



Text classification
Paraphrasing (Few-Shot) 

Prompt:

Article: Searching a specific search tree for a binary key can be programmed recursively or iteratively.

Paraphrase: Searching a specific search tree according to a binary key can be recursively or iteratively programmed.

Article: It was first released as a knapweed biocontrol in the 1980s in Oregon , and it is currently established in the Pacific Northwest.

Paraphrase: It was first released as Knopweed Biocontrol in Oregon in the 1980s , and is currently established in the Pacific Northwest.

Article: 4-OHT binds to ER , the ER / tamoxifen complex recruits other proteins known as co-repressors and then binds to DNA to 

modulate gene expression.

Paraphrase: The ER / Tamoxifen complex binds other proteins known as co-repressors and then binds to DNA to modulate gene 

expression

Article: Microsoft Corporation is a multinational technology company based in Redmond, Washington. It is best known for its Windows 

operating system, Microsoft Office suite, and Xbox video game consoles. The company was founded in 1975 by Bill Gates and Paul Allen 

and became dominant in the personal computer market with MS-DOS and Windows.

Completion:

Paraphrase: Microsoft Corporation is a technology company with a global presence, headquartered in Redmond, Washington. Its most 

recognizable products include the Windows operating system, Microsoft Office suite, and Xbox gaming consoles. The company was 

established in 1975 by Bill Gates and Paul Allen, and it achieved market dominance in personal computers with the MS-DOS and 

Windows operating systems.



Reason over unstructured text
Question and answering

Prompt:

On Monday, Microsoft launched an Azure OpenAI Service as part of its Azure cloud platform, offering businesses and 

start-ups the ability to incorporate models like ChatGPT into their own systems. The company has already been 

building AI tools into many of its consumer products, such as a DALL-E 2 feature in its Bing search engine that can 

create images based on a text prompt, and the Information reported recently that it’s working to bring more of them to 

Microsoft Office as well.

What will Microsoft incorporate in its own systems?

Completion:

Microsoft plans to incorporate AI tools into its own systems, such as a DALL-E 2 feature in its Bing search 

engine that can create images based on a text prompt, and the Information reported recently that it’s working 

to bring more of them to Microsoft Office as well



Text classification
Keyword Extraction (Few-Shot)

Prompt:

Information Retrieval (IR) is the process of obtaining resources relevant to the information need. For instance, a search 

query on a web search engine can be an information need. The search engine can return web pages that represent 

relevant resources.

Keywords: searching, missing, desert

###

I believe that using a document about a topic that the readers know quite a bit about helps you understand if the 

resulting keyphrases are of quality.

Keywords: document, understand, keyphrases

###

Since transformer models have a token limit, you might run into some errors when inputting large documents. In that 

case, you could consider splitting up your document into paragraphs and mean pooling (taking the average of) the 

resulting vectors.

Completion:

Keywords: transformer, models, token



Summarization
Extractive vs Abstractive

Extractive

Select parts of the original text to form a summary

• Easier
• Restrictive (no paraphrasing)

Peter and Elizabeth took a taxi to attend the night 
party in the city. While in the party, Elizabeth 
collapsed and was rushed to the hospital.

Peter and Elizabeth attend party city. Elizabeth 

rushed hospital

Extractive (Semantic)

Generates new text using natural language 
generation techniques

• More difficult
• More flexible (more human)

Peter and Elizabeth took a taxi to attend the night 
party in the city. While in the party, Elizabeth 
collapsed and was rushed to the hospital.

Elizabeth was hospitalized after attending a party 

with Peter. 



Abstractive summarization
Contact Center Summarization

Prompt:

Summarize this for a call center agent:

Agent: Thank you for calling ADM. Who am I am speaking to?

Customer: Hello, my name is Peter Smith. I own a small business and have some questions regarding payroll 

processing.

Agent: Good morning, Peter, before we get started may I ask you a few questions so that I better answer your 

questions today?

Customer: Thank you that is quite helpful. Are there specific regulations that I need to follow?

Agent: Certain aspects of payroll processing are regulated by the Internal Revenue Service (IRS) and the Department of 

Labor (DOL)

Completion:

The agent is speaking to a customer named Peter Smith. Peter is asking for tips on manual payroll processing. The 

agent also informs Peter that certain aspects of payroll processing are regulated by the Internal Revenue Service (IRS) 

and the Department of Labor (DOL).



Prompt Insert
Only DaVinci-002+

Before

These are agenda topics for a 

customer presentation.

1. Introduction to GPT3

[insert]

10. Conclusion

After

These are agenda topics for a customer presentation.

1. Introduction to GPT3

2. Overview of GPT3 Features

3. Benefits of GPT3

4. GPT3 Use Cases

5. GPT3 Pricing

6. GPT3 Security

7. GPT3 Support

8. GPT3 Integration

9. Q&A Session 

10. Conclusion



Insert classification (Few-Shot) 

listen to WestBam album allergic on google music: PlayMusic

give me a list of movie times for films in the area: SearchScreeningEvent

show me the picture creatures of light and darkness: SearchCreativeWork

I would like to go to the popular bistro in oh: BookRestaurant

what is the weather like in the city of Frewen in the country of Venezuela: GetWeather

I want to book a flight to Delhi: bookFlight



Chatbot with personality (Few-Shot) 

This is a discussion between a [human] and a [robot]. 

The [robot] is very nice and empathetic.

[human]: Hello nice to meet you.

[robot]: Nice to meet you too.

###

[human]: How is it going today?

[robot]: Not so bad, thank you! How about you?

###

[human]: I am ok, but I am a bit sad...

[robot]: Oh? Why that?

###

[human]: I broke up with my girlfriend...

[robot]: Oh? How did that happen?



Analyze customer feedback

Customer review:

The red mountain bike I recently purchased is an excellent choice for anyone who wants a reliable, high-

quality bike for off-road adventures. The bike is built with sturdy materials and the red color gives it a bold 

and stylish look. The bike also has many great features that make it a joy to ride. One of my favorite things 

about this bike is how customizable it is. The seat can be easily adjusted to fit different heights, and the 

handlebars can be adjusted for a comfortable riding position. The bike also has multiple gears, allowing you 

to adjust the resistance and speed as needed.

Analyze the customer review and provide feedback and sentiment

 

Feedback:

Overall, the customer feedback is positive and indicates satisfaction with the red mountain bike purchased. 

The customer highlights the bike's reliability and high-quality construction, as well as its stylish appearance. 

The customer also praises the bike's many features that make it enjoyable to ride, including its customization 

options and multiple gears.



Topic classification for Bot routing (Few-Shot) 

Message: When the spaceship landed on Mars, the whole humanity was excited

Topic: space

###

Message: I love playing tennis and golf. I'm practicing twice a week.

Topic: sport

###

Message: Managing a team of sales people is a tough but rewarding job.

Topic: business

###

Message: I am trying to cook chicken with tomatoes

Topic: Cooking



Summarize conversational transcripts

Summarize this conversation transcript: 

Agent: Thank you for calling ADM. Who am I am speaking to? Customer: Hello, my name is Peter Smith. I own a small business and have some questions regarding 

payroll processing. Agent: Good morning, Peter, before we get started may I ask you a few questions so that I better answer your questions today? Customer: Yes, 

of course. Agent: In case we get disconnected, can you please share your phone number and email address so that we may contact and share additional 

information? Customer: Yes, my phone number is (514) 777-5232 and my email address is petersmith@gmail.com Agent: May I ask where is your business located 

so I can answer your questions based on your location Customer: Yes, my business is located in Miami, Florida. Agent: Thank you, what can I help you with today? 

Customer: I am fairly new to payroll processing and do everything manually today. Do you have any advice or tips on manual payroll processing? Agent: If you’re a 

small business with only a few employees and choose to process payroll manually, you will need to keep precise records of hours worked, wages paid and worker 

classifications, among other details. You must also ensure your calculations are correct and remember to file all the necessary taxes and paperwork with government 

authorities on time. Customer: Thank you that is quite helpful. Are there specific regulations that I need to follow? Agent: Certain aspects of payroll processing are 

regulated by the Internal Revenue Service (IRS) and the Department of Labor (DOL). Some of the laws you must comply with include: Fair Labor Standards Act (FLSA), 

Federal Insurance Contributions Act (FICA), Federal Unemployment Tax Act (FUTA) Customer: This sounds very complicated. I don’t really feel like managing all of 

this. Agent: If you would like I can transfer you to one of our specialized agents who can talk to you about payroll service providers that would help you manage all 

of that. Customer: That would be great, thank you very much for al your help. 

The agent is speaking to a customer named Peter Smith. Peter is asking for tips on manual payroll processing. The agent advises Peter to 

keep precise records and to file all necessary taxes and paperwork on time. The agent also informs Peter that certain aspects of payroll 

processing are regulated by the Internal Revenue Service (IRS) and the Department of Labor (DOL). Finally, the agent offers to transfer Peter 

to a specialized agent who can help him find a payroll service provider.



Product description and ad generation (Few-Shot) 

Generate a product description out of keywords.

        Keywords: shoes, women, $59

        Sentence: Beautiful shoes for women at the price of $59.

        ###

        Keywords: trousers, men, $69

        Sentence: Modern trousers for men, for $69 only.

        ###

        Keywords: gloves, winter, $19

        Sentence: Amazingly hot gloves for cold winters, at $19.

        ###

        Keywords: t-shirt, men, $39

        Sentence:

Sentence: Extraordinary t-shirt for men, for $39 only.



Product recommendation (Few-Shot) 

Generate product recommendations:

Product: table, chair, plate

Recommendation: utensils

###

Product: skis, skateboard, bike

Recommendation: golf clubs

###

Product: shoes, shirt, hat

Recommendation: Pants



Naming Convention
Azure OpenAI's model names typically correspond to the following standard naming convention:

{family}  -  {capability}   [-{input-type}]  -  {identifier}

Element Description

{family} The model family of the model. For example, GPT-3 models uses text, while Codex models use code.

{capability} The relative capability of the model. For example, GPT-3 models include ada, babbage, curie, 

and davinci.

{input-type} (Embeddings models only) The input type of the embedding supported by the model. For example, 

text search embedding models support doc and query.

{identifier} The version identifier of the model.

text – davinci – 003

{family} - {capability}[ {identifier} This model is a GPT-3 text model, the most powerful (davinci), and of the latest version (003)

*https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models

https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models#gpt-3-models
https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models#codex-models
https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models#embeddings-models


“Insert quote text here. This layout 

accommodates longer quotes very well.”

Job title or another attribute

Name attribute



Tokens

You can think of tokens as pieces of words used for 

natural language processing. For English text, 1 token 

is approximately 4 characters or 0.75 words. 

As a point of reference, the collected works of 

Shakespeare are about 900,000 words or 1.2M tokens.



Understanding tokens and possibilities
Tokens:

Probabilities:

Prompt Instruction

Suggest three names for an animal that is a superhero.

Animal: Cat

Names: Captain Sharpclaw, Agent Fluffball, The Incredible Feline

Animal: Dog

Names: Ruff the Protector, Wonder Canine, Sir Barks-a-Lot

Animal: Horse

Names:

Completion Temperature 0 (always the same)

Mighty Equine, The Great Galloper, Thunderhoof

Completion Temperature 1 (often different)

Blaze the Miracle Mare, Pegasus the Winged Warrior, 

Secretariat the Superhorse

Completion Temperature 1 (often different)

Blaze of Glory, Sterling Silver, Thunderbolt



Model Adaptation with specific domain data

Custom-Tuning

Domain Data

Small Set of Labeled 

Data

• minimum of several 

thousand examples

• Maximum of 2.5M tokens 

or 80-100mb size

Custom-Tuned GPT-3 

Model

Perform any domain-specific 

NLP tasks

Model parameters adjusted 

(Weights and Bias) 

Gradient Update

high-dimensional 

vector space 

(Embeddings)

GPT-3

Custom-tuning results is a new model being 

generated with updated weights and biases.

This is in contrast to few-shot learning in which 

model weights and biases are not updated.

Custom-tuning



When Custom-Tuning is needed

If model is making untrue statements (“hallucinations”), then mitigate the hallucinations

Accuracy of results of the model does not meet customer requirements

Custom-tuning lets you get more out of the models available through the API by providing:

 Higher quality results than prompt design

 Ability to train on more examples than can fit in a prompt

 Lower latency requests

Custom-tuning improves over few-shot learning by training on many more examples than can fit in the 

prompt, letting you achieve better results on a wide number of tasks.



Best practices of Custom-Tuning 

Custom-tuning data set must be in JSON format

A set of training examples that each consist of a single input ("prompt") 

and its associated output ("completion")

For classification task, the prompt is the problem statement, completion 

is the target class

For text generation task, the prompt is the instruction/question/request, 

and completion is the text ground truth



Best practices of Custom-Tuning 

Custom-tuning data size: Advanced model (Davinci) performs better with limited 

amount of data; with enough data, all models do well. 

Custom-tuning performs better with more high-quality examples. 

To custom-tune a model that performs better than using a high-quality prompt 

with base models, you should provide at least a few hundred high-quality 

examples, ideally vetted by human experts. 

From there, performance tends to linearly increase with every doubling of the 

number of examples. Increasing the number of examples is usually the best and 

most reliable way of improving accuracy.



Best practices of Custom-Tuning 

Make sure to completely remove wrong labels in custom-

tuning dataset. If you are custom-tuning on a pre-existing 

dataset rather than writing prompts from scratch, be sure 

to manually review your data for offensive or inaccurate 

content if possible, or review as many random samples of 

the dataset as possible if it is large.



Custom-Tuning data formatting

To custom-tune a model, you'll need a set of training examples that each consist 

of a single input ("prompt") and its associated output ("completion"). 

This is notably different from using the base models, where you might input 

detailed instructions or multiple examples in a single prompt.

Each prompt should end with a fixed separator to inform the model when 

the prompt ends and the completion begins. 

A simple separator which generally works well is \n\n###\n\n. 

The separator should not appear elsewhere in any prompt.



Custom-Tuning data formatting

Each completion should start with a whitespace due to tokenization, which tokenizes most 

words with a preceding whitespace.

Each completion should end with a fixed stop sequence to inform the model when the 

completion ends. 

A stop sequence could be \n, ###, or any other token that does not appear in any completion.

For inference, you should format your prompts in the same way as you did when creating the 

training dataset, including the same separator. 

Also specify the same stop sequence to properly truncate the completion.



Hyperparameters specific to Custom-Tuning

Parameter Description Recommendation

n_epochs

controls how many times each 

example is trained on

The number of epochs to train the 

model for. An epoch refers to one full 

cycle through the training dataset.

Start from 4 and small datasets may need more epochs and large datasets may need fewer epochs.

If you see low training accuracy (underfitting), try increasing n_epochs. If you see high training 

accuracy but low validation accuracy (overfitting), try lowering n_epochs.

batch_size

controls the number of training 

examples used in a single 

training pass

The batch size to use for training. The 

batch size is the number of training 

examples used to train a single 

forward and backward pass.

We’ve seen good performance in the range of 0.01% to 4% of training set size. In general, we've found 

that larger batch sizes tend to work better for larger datasets.

learning_rate_multiplier

controls rate at which the 

model weights are updated

The learning rate multiplier to use for 

training. The fine-tuning learning rate 

is the original learning rate used for 

pre-training, multiplied by this value.

We recommend experimenting with values in the range 0.02 to 0.2 to see what produces the best 

results. Empirically, we've found that larger learning rates often perform better with larger batch sizes. 

Empirically, we found learning_rate_multiplier has minor impact compared to n_epochs and 

batch_size.

prompt_loss_weight

controls how much the model 

learns from prompt tokens vs 

completion tokens

The weight to use for loss on the 

prompt tokens. This value controls 

how much the model tries to learn to 

generate the prompt (as compared 

to the completion, which always has 

a weight of 1.0.) Increasing this value 

can add a stabilizing effect to training 

when completions are short.

When a model is fine-tuned, it learns to produce text it sees in both the prompt and the completion. 

In fact, from the point of view of the model being fine-tuned, the distinction between prompt and 

completion is mostly arbitrary. The only difference between prompt text and completion text is that 

the model learns less from each prompt token than it does from each completion token. This ratio is 

controlled by the prompt_loss_weight, which by default is 0.1. If prompts are extremely long (relative 

to completions), it may make sense to reduce this weight to avoid over-prioritizing learning the 

prompt.

Empirically, we found prompt_loss_weight has minor impact compared to n_epochs and batch_size.



Guides and examples of Custom-Tuning

Getting started with Custom-Tuning:

How to customize a model with Azure OpenAI - Azure OpenAI | Microsoft Learn

Custom-tuning—OpenAI API
https://platform.openai.com/docs/guides/fine-tuning/general-best-practices

Detailed examples of custom-tuning

[PUBLIC] Best practices for fine-tuning GPT-3 to classify text—Google Docs

Using Custom-tuning to improve truthfulness

Fine-tuning a Classifier to Improve Truthfulness | OpenAI Help Center

https://learn.microsoft.com/en-us/azure/cognitive-services/openai/how-to/fine-tuning?pivots=programming-language-studio
https://platform.openai.com/docs/guides/fine-tuning
https://platform.openai.com/docs/guides/fine-tuning/general-best-practices
https://docs.google.com/document/d/1rqj7dkuvl7Byd5KQPUJRxc19BJt8wo0yHNwK84KfU3Q/edit
https://help.openai.com/en/articles/5528730-fine-tuning-a-classifier-to-improve-truthfulness


Embeddings

An embedding is a special format of data representation that can be 

easily utilized by machine learning models and algorithms. 

The embedding is an information dense representation of the semantic 

meaning of a piece of text. 

Each embedding is a vector of floating-point numbers, such that the 

distance between two embeddings in the vector space is correlated with 

semantic similarity between two inputs in the original format. 

For example, if two texts are similar, then their vector representations 

should also be similar.



Embeddings make it possible to map content to a “semantic space”

A neutron star is the 

collapsed core of a 

massive supergiant star

A star shines for most of 

its active life due to 

thermonuclear fusion.

The presence of a black 

hole can be inferred 

through its interaction 

with other matter

[ 15   34   24   13  …] [16   22   89   26 …] [ 20   13   31   89 …]



Embedding models
Different Azure OpenAI Service embedding models are specifically created to be good at a 

particular task.

• Similarity embeddings are good at capturing semantic similarity between two or more 

pieces of text.

• Text search embeddings help measure long documents relevant to a short query.

• Code search embeddings are useful for embedding code snippets and embedding 

natural language search queries.

Embeddings make it easier to do machine learning on large inputs representing words by 

capturing the semantic similarities in a vector space.

Therefore, we can use embeddings to determine if two text chunks are semantically 

related or similar, and provide a score to assess similarity.



Similarity Search with embeddings

user 
input

result set

[ 13   33   34   13 … ]

embedding

“What is a neutron star?”

Once you encode your content as embeddings, you can then get an embedding from the 

user input and use that to find the most semantically similar content.

Azure OpenAI embeddings tutorial - Azure OpenAI | Microsoft Learn

https://learn.microsoft.com/en-us/azure/cognitive-services/openai/tutorials/embeddings?tabs=command-line


Embeddings

We strongly recommend using text–embedding–ada–002 (Version 2). 

This model/version provides parity with OpenAI’s text–embedding–ada–

002. 

To learn more about the improvements offered by this model, please 

refer to this blog post. 

Even if you are currently using Version 1, you should migrate to Version 2 

to take advantage of the latest weights/updated token limit. Version 1 

and Version 2 are not interchangeable, so document embedding and 

document search must be done using the same version of the model.

https://learn.microsoft.com/en-us/azure/cognitive-services/openai/concepts/models#embeddings-models


Prompt Engineering 

Subtitle or descriptive text

Prompt engineering is a concept in Natural Language Processing 

(NLP) that involves embedding descriptions of tasks in input to 

prompt the model to output the desired results.

Prompt typically includes problem descriptions, instructions on how to 

solve the problem, and examples of correct problem and solution 

pairs.



Prompt Engineering Guide 

Subtitle or descriptive text1. Give clearer instructions

2. Split complex tasks into simpler subtasks

3. Structure the instruction to keep the model on task

4. Prompt the model to explain before answering

5. Ask for justifications of many possible answers, and then synthesize

6. Generate many outputs, and then use the model to pick the best one

7. Custom-tune custom models to maximize performance



Customer question: {insert new question here}

Classified topic:

Customer question: Hi there, do you know how to choose flood insurance?​

Classified topic: 2​

Customer question: Hi there, I have a question on my auto insurance.​

Classified topic: 1​

Customer question: Hi there, do you know how to apply for financial aid?​

Classified topic: 3

Classify customer's question. Classify between category 1 to 3.

Detailed guidelines for how to choose:

  choose 1 if the question is about auto insurance.

  choose 2 if the question is about home flood insurance.

  choose 3 if the question is not relevant to insurance.

An example of Prompt Engineering– Topic Classifier

Instructions

High level and detailed

Examples

Order of examples matter

Task and Prompting 

answer



Prompt Chaining

Entity Extraction

Please extract entities from the 

following news article: 'The new 

iPhone model is set to be released 

next month. It has been highly 

anticipated by Apple fans and is 

expected to feature a larger screen 

and improved camera

{'text': 'iPhone', 'type’: 

'PRODUCT'}, {'text': 'Apple’, 

'type': 'ORGANIZATION'}]

Summarization

Please summarize the information 

about the product 

[{'text': 'iPhone', 'type': 'PRODUCT'}, 

{'text': 'Apple', 'type': 

'ORGANIZATION’}]

The iPhone is a line of smartphones 

designed and marketed by Apple 

Inc. These devices combine a 

computer, camera, and internet 

connectivity in a single device, and 

are known for their sleek design and 

user-friendly interface. 

Sentiment Analysis

Please provide a sentiment for the 

following text: 

The iPhone is a line of smartphones 

designed and marketed by Apple 

Inc. These devices combine a 

computer, camera, and internet 

connectivity in a single device, 

and are known for their sleek 

design and user-friendly interface. 

Positive



Prompt Chunking (token limit)

Large Text

Beyond 

Token 
Limit

Chunks

Please summarize and extract topic: Global warming refers to 
the gradual increase in the overall temperature of the Earth's 
atmosphere, primarily caused by the burning of fossil fuels 
such as coal, oil, and natural gas. This burning releases 
carbon dioxide and other greenhouse gases into the 
atmosphere, which trap heat and cause the Earth's 
temperature to rise.

Climate change is a pressing issue that needs to be addressed 
immediately. Governments around the world need to take 
immediate action to reduce carbon emissions and invest in 
renewable energy sources. Failure to do so will have dire 
consequences for future generations

The text is discussing global warming, which is the gradual increase in 
the overall temperature of the Earth's atmosphere caused by the 
burning of fossil fuels. This burning releases greenhouse gases, such as 
carbon dioxide, into the atmosphere which trap heat and cause the 
temperature to rise. The text also highlights the urgency of the issue of 
climate change and the need for governments to take action to reduce 
carbon emissions and invest in renewable energy sources. Failure to 
address this issue will have negative consequences for future 
generations.

Topic: Climate change and Global warming.
Continue to 
next prompt

Please summarize the following text: 
'Climate change is a pressing issue that 
needs to be addressed immediately. The 
increasing levels of carbon dioxide in the 
atmosphere are causing the Earth's 
temperature to rise, which is leading to 
more frequent and severe natural disasters. 
Governments around the world need to take 
immediate action to reduce carbon 
emissions and invest in renewable energy 
sources. Failure to do so will have dire 
consequences for future generations'"

Climate change is a pressing issue that needs to 
be addressed immediately. Governments 
around the world need to take immediate 
action to reduce carbon emissions and invest in 
renewable energy sources. Failure to do so will 
have dire consequences for future generations

Then all summaries are passed to GPT again to 

summarize, i.e. second round of summarization. The sum 

of the summaries has to fit within the token limit.



Few-Shot Reasoning (Human version)

1st prompt

Roger has 5 tennis balls. He buys 2 more cans of tennis 

balls. Each can has 3 tennis balls. How many tennis balls 

does he have now?

Answer: The answer is 11.

The cafeteria has 23 apples. If they used 20 to make lunch 

and bought 6 more, how many do they have?

The answer is 27

2nd prompt—provide reasoning

Roger has 5 tennis balls. He buys 2 more cans of tennis 

balls. Each can has 3 tennis balls. How many tennis balls 

does he have now?

Answer: Roger started with 5 balls. 2 cans of 3 tennis balls 

each is 6 tennis balls. 5+6 = 11. The answer is 11. 

The cafeteria has 23 apples. If they used 20 to make lunch 

and bought 6 more, how many do they have?

The cafeteria had 23 apples originally. They used 20 to 

make lunch. So they had 23-20 = 3. They bought 6 

more apples, so they have 3 + 6 = 9. The answer is 9.



Two Types of Prompt Engineering

Zero-shot
The model predicts the answer given only a natural language description 

of the task.

Few-shot
In addition to the task description, the model sees a few examples of the 

task.

Customer question: Hi there, do you know how to choose flood insurance?​

Classified topic: 2​

Customer question: Hi there, I have a question on my auto insurance.​

Classified topic: 1​

Customer question: Hi there, do you know how to apply for financial aid?​

Classified topic: 3

Classify customer's question. Classify between category 1 to 3.

Detailed guidelines for how to choose:

  choose 1 if the question is about auto insurance.

  choose 2 if the question is about home flood insurance.

  choose 3 if the question is not relevant to insurance.

Classify customer's question. Classify between category 1 to 3.

Detailed guidelines for how to choose:

  choose 1 if the question is about auto insurance.

  choose 2 if the question is about home flood insurance.

  choose 3 if the question is not relevant to insurance.

Customer question: {insert new question here}

Classified topic:

Customer question: {insert new question here}

Classified topic:



Model Reasoning—Chain-of-Thought 

Before

What is the annual water demand of a single-family 

household containing four people who are at home an 

average of 200 days per year and use an average of 100 

liters of water per day?

The annual water demand of a single-family household 

containing four people who are at home an average of 

200 days per year and use an average of 100 liters of 

water per day is 8,000,000 liters per year.

After

What is the annual water demand of a single-family 

household containing four people who are at home an 

average of 200 days per year and use an average of 100 

liters of water per day?

Let’s think step by step and explain the calculation 

step by step.

Step 1: Calculate the total number of days in a year: 

There are 365 days in a year. 

Step 2: Calculate the total number of days the family is at home: 

The family is at home an average of 200 days per year. 

Step 3: Calculate the total water demand of the family: 

The family uses an average of 100 liters of water per day. Therefore, the total water 

demand of the family is 100 liters x 200 days = 20,000 liters per year. 

Step 4: Calculate the annual water demand of the single-family household: 

The annual water demand of the single-family household is 20,000 liters per year.



Using Chain-of-Thought for Reasoning

1st prompt—Reason Extraction 

On average Joe throws 25 punches per minute. 

A fight lasts 5 rounds of 3 minutes. How many 

punches did he throw?

Let’s think step by step and explain the calculation 

step by step.

In one minute, Joe throws 25 punches.

In three minutes, Joe throws 3 * 25 = 75 punches.

In five rounds, Joe throws 5*75 = 375 punches.

2nd prompt—Answer Extraction 

One average Joe throws 25 punches per minute. 

A fight lasts 5 rounds of 3 minutes. How many 

punches did he throw?

In one minute, Joe throws 25 punches.

In three minutes, Joe throws 3 * 25 = 75 punches.

In five rounds, Joe throws 5*75 = 375 punches.

Therefore, the answer (Arabic numerals) is 



Few-Shot– Chain-of-Thought--Examples

Math Word Problems (free response)

Q: Roger has 5 tennis balls. He buys 2 more cans of 

tennis balls. Each can has 3 tennis balls. How many 

tennis balls does he have now? 

A: Roger started with 5 balls. 2 cans of 3 tennis balls 

each is 6 tennis balls. 5 + 6 = 11. 

The answer is 11.

StrategyQA

Q: Yes or no: Would a pear sink in water?

A: The density of a pear is about 0.6 g/cm^3, which is 

less than water. Thus, a pear would float

So the answer is no.

SayCan (Instructing a robot)

Human: How would you bring me something that isn’t 

a fruit?

Explanation: the user wants something to eat that isn't a 

fruit. An energy bar is not a fruit, so I will bring the user 

an energy bar. 

Plan: 1. find(energy bar) 2. pick(energy bar) 3. 

find(user) 4. put(energy bar) 5. done().

Math Word Problems (multiple choice)

Q: How many keystrokes are needed to type the 

numbers from 1 to 500? Answer Choices: (a) 1156 (b) 

1392 (c) 1480 (d) 1562 (e) 1788

A: There are 9 one-digit numbers from 1 to 9. There are 

90 two-digit numbers from 10 to 99. There are 401 

three-digit numbers from 100 to 500. 9 +90(2) + 401(3) 

= 1392. 

The answer is (b).

Date Understanding

Q: The concert was scheduled to be on 06/01/1943, but 

was delayed by one day to today. What is the date 10 

days ago in MM/DD/YYYY?

A: One day after 06/01/1943 is 06/02/1943, so today is 

06/02/1943. 10 days before today is 05/23/1943. 

So the answer is 05/23/1943.

Last Letter Concatenation

Q: Take the last letters of the words in "Lady Gaga" and 

concatenate them.

A: The last letter of "Lady" is "y". The last letter of "Gaga" 

is "a". Concatenating them is "ya". 

So the answer is ya

CSQA (commonsense)

Q: Sammy wanted to go to where the people were. 

Where might he go? Options: (a) race track (b) 

populated areas (c) desert (d) apartment (e) roadblock

A: The answer must be a place with a lot of people. Race 

tracks, desert, apartments, and roadblocks don't have a 

lot of people, but populated areas do. 

So the answer is (b).

Sports Understanding

Q: Is the following sentence plausible? "Joao Moutinho 

caught the screen pass in the NFC championship.“

A: Joao Moutinho is a soccer player. The NFC 

championship is part of American football, not soccer.

So the answer is no.

Coin Flip (state tracking)

Q: A coin is heads up. Maybelle flips the coin. Shalonda 

does not flip the coin. Is the coin still heads up?

A: The coin was flipped by Maybelle. So the coin was 

flipped 1 time, which is an odd number. The coin started 

heads up, so after an odd number of flips, it will be tails up. 

So the answer is no.



Selection-inference prompting

It takes Amy 4 minutes to climb to the top of a slide. It takes 

her 1 minute to slide down. The water slides close in 15 

minutes. How many times can she slide before it closes? 

14 times 

It takes Amy 4 minutes to climb to the top of a slide. It takes 

her 1 minute to slide down. The water slides close in 15 

minutes. How many times can she slide before it closes? 

To solve "How many times can she slide before it closes" we 

need to first solve: Chain-of-Thought

How much time does it take for Amy to climb and slide?

Decomposes problem into a smaller task (Reasoning)

It takes Amy 4 minutes to climb to the top of a slide. It takes 

her 1 minute to slide down. The water slides close in 15 

minutes. How many times can she slide before it closes? 

How much time does it take for Amy to climb and slide? 

It takes Amy 5 minutes to climb and slide

It takes Amy 4 minutes to climb to the top of a slide. It takes 

her 1 minute to slide down. The water slides close in 15 

minutes. How many times can she slide before it closes? 

It takes Amy 5 minutes to climb and slide. 

She can slide 3 times before the water slides close.

Add new 

fact to 

context



Reduce Hallucination using Prompt Engineering

Include

Include 

instructions of 

requesting the 

model not to 

make up stuff 

but stay with 

facts.

Restrict

Restrict the 

output (e.g., 

choose from a 

confined list 

instead of 

generating free 

form strings)

Add

Add Chain of 

Thought style 

of instruction, 

"Solve the 

problem step 

by step."

Repeat

Repeat most 

important 

instructions in 

the prompt a 

couple of 

times.

Position

Position most 

important 

instructions in 

the last making 

use of latency 

effect.



LLM Solution Pieces

• Open AI

• Prompts

• Embeddings

• Models

• Hyper 

Parameters

• APIs

• Customization

• Vector 

Databases

• LangChain

• Agents

• Connectors

• Data 

Engineering

• Embedding

• Roles

• Developer

• Prompt 

Engineering

• Data Engineer

• Solution 

Architect

• Analyst

• Presales



Create

Release

Morph

Model

Scale

Harvest

Technology + Management Business + Technology Presales + Business



Q&A

Azure GPT

Ask the team anything



Azure OpenAI Service partner Resources

Partner access
•Request Access to Azure 

OpenAI Service 

(microsoft.com)

Partner-facing sales assets

•Pricing (Azure.com)

•Azure OpenAI Briefing Deck (GearUp)

•Azure AI EBC (GearUp)

•Document analysis demo using Azure 

Form Recognizer and Azure OpenAI 

(GearUp/Stream)

Partner skilling

•Azure AI Bootcamp Registration Page

•Introduction to Azure OpenAI Service - Training (Microsoft Learn)

•Learning Plan Resources for Azure OpenAI Service (GitHub) 

•Microsoft Mechanics ChatGPT & OpenAI powering your apps/Open 

AI Studio in Microsoft Azure (YouTube)

•Financial Services with OpenAI Exploring Use Cases and Opportunities 

(YouTube)

•Azure OpenAI Service Playlist (YouTube)

•Library of L200/300 technical slides (GearUp) 

•Azure Open AI Service Workshop (GitHub) 

•Azure OpenAI Service technical documentation (Microsoft Learn)

•What's new in Azure OpenAI Service (Microsoft Learn)

Product pages

•Azure OpenAI Service | Microsoft 

Azure

•Azure OpenAI Service – Advanced 

Language Models | Microsoft Azure

Public blogs/announcements

•Advancing human-centered AI: Updates on responsible AI research 

- Microsoft Research Blog (2023 01 12)

•Azure OpenAI Service Announcement Blog (2023 01 16)

•Revolutionize your Enterprise Data with ChatGPT: Next-gen Apps 

w/ Azure OpenAI and Cognitive Search | Microsoft Community Hub 

(2023 03 09)

•Azure OpenAI Service Chat GPT Announcement Blog (2023 03 09)

•Azure OpenAI Service Chat GPT Announcement Partner Blog (2023 

03 09)

https://customervoice.microsoft.com/Pages/ResponsePage.aspx?id=v4j5cvGGr0GRqy180BHbR7en2Ais5pxKtso_Pz4b1_xUOFA5Qk1UWDRBMjg0WFhPMkIzTzhKQ1dWNyQlQCN0PWcu&culture=en-us&country=us
https://customervoice.microsoft.com/Pages/ResponsePage.aspx?id=v4j5cvGGr0GRqy180BHbR7en2Ais5pxKtso_Pz4b1_xUOFA5Qk1UWDRBMjg0WFhPMkIzTzhKQ1dWNyQlQCN0PWcu&culture=en-us&country=us
https://customervoice.microsoft.com/Pages/ResponsePage.aspx?id=v4j5cvGGr0GRqy180BHbR7en2Ais5pxKtso_Pz4b1_xUOFA5Qk1UWDRBMjg0WFhPMkIzTzhKQ1dWNyQlQCN0PWcu&culture=en-us&country=us
https://azure.microsoft.com/en-us/pricing/details/cognitive-services/openai-service/
https://aka.ms/AOAI-PitchDeck
https://gearup.microsoft.com/download/67a4cc5a-9480-4412-2f27-08dafd6241a6
https://microsoft.sharepoint.com/:v:/r/teams/AIEngagements/Shared%20Documents/Demos/Document%20Analysis%20demo%20using%20Azure%20Form%20Recognizer%20and%20Azure%20OpenAI.mp4?csf=1&web=1&e=h82EIt
https://microsoft.sharepoint.com/:v:/r/teams/AIEngagements/Shared%20Documents/Demos/Document%20Analysis%20demo%20using%20Azure%20Form%20Recognizer%20and%20Azure%20OpenAI.mp4?csf=1&web=1&e=h82EIt
https://microsoft.sharepoint.com/:v:/r/teams/AIEngagements/Shared%20Documents/Demos/Document%20Analysis%20demo%20using%20Azure%20Form%20Recognizer%20and%20Azure%20OpenAI.mp4?csf=1&web=1&e=h82EIt
https://aka.ms/AIBootcamp-US
https://learn.microsoft.com/en-us/training/modules/explore-azure-openai/
https://aka.ms/OpenAIRepo
https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3D3t3qZu1Dy1k&data=05%7C01%7Cchshirley%40microsoft.com%7C9ea6c862bab64931880c08db0e0d6339%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C638119222935076034%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=yEgJelVFStROvHMdd8NlMeK65plcCqwVVToM1X11X%2BA%3D&reserved=0
https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3D3t3qZu1Dy1k&data=05%7C01%7Cchshirley%40microsoft.com%7C9ea6c862bab64931880c08db0e0d6339%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C638119222935076034%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=yEgJelVFStROvHMdd8NlMeK65plcCqwVVToM1X11X%2BA%3D&reserved=0
https://www.youtube.com/watch?v=cN_SP_RAl1c
https://www.youtube.com/watch?v=cN_SP_RAl1c
https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DFJ0v3apQ2dM%26list%3DPL8_VXqhvJI9CNF6Q409mSjh0InP6_GfBg&data=05%7C01%7Cchshirley%40microsoft.com%7Ced0fd9d44b8b46b4579408db1e574dbc%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C638137132573956732%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=2VHex0rcqQ6kPLPkLhOipXPsa0GyIy0JaxWz9%2BZl%2Fng%3D&reserved=0
https://gearup.microsoft.com/download/37433039-022d-4ca4-f47b-08db190f3572
https://github.com/Azure/azure-openai-workshop/
https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Flearn.microsoft.com%2Fen-us%2Fazure%2Fcognitive-services%2Fopenai%2F&data=05%7C01%7Cchshirley%40microsoft.com%7C9ea6c862bab64931880c08db0e0d6339%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C638119222935076034%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=c3eqZWJarqmgAHxxAdELTucXP6m9dzLx1bbI0SxAZkU%3D&reserved=0
https://learn.microsoft.com/en-us/azure/cognitive-services/openai/whats-new
https://azure.microsoft.com/en-us/products/cognitive-services/openai-service/#overview
https://azure.microsoft.com/en-us/products/cognitive-services/openai-service/#overview
https://azure.microsoft.com/en-us/products/cognitive-services/openai-service/
https://azure.microsoft.com/en-us/products/cognitive-services/openai-service/
https://www.microsoft.com/en-us/research/blog/advancing-human-centered-ai-updates-on-responsible-ai-research/
https://www.microsoft.com/en-us/research/blog/advancing-human-centered-ai-updates-on-responsible-ai-research/
https://azure.microsoft.com/en-us/blog/general-availability-of-azure-openai-service-expands-access-to-large-advanced-ai-models-with-added-enterprise-benefits/
https://techcommunity.microsoft.com/t5/ai-applied-ai-blog/revolutionize-your-enterprise-data-with-chatgpt-next-gen-apps-w/ba-p/3762087
https://techcommunity.microsoft.com/t5/ai-applied-ai-blog/revolutionize-your-enterprise-data-with-chatgpt-next-gen-apps-w/ba-p/3762087
https://techcommunity.microsoft.com/t5/ai-applied-ai-blog/revolutionize-your-enterprise-data-with-chatgpt-next-gen-apps-w/ba-p/3762087
https://azure.microsoft.com/en-us/blog/chatgpt-is-now-available-in-azure-openai-service/
https://blogs.partner.microsoft.com/partner/empowering-partners-to-develop-ai-powered-apps-experiences-with-chatgpt-in-azure-openai-service/
https://blogs.partner.microsoft.com/partner/empowering-partners-to-develop-ai-powered-apps-experiences-with-chatgpt-in-azure-openai-service/
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