


Agenda

9h00 Opening – Customer Experience 

on Azure:

Azure App Consults and Azure 

Support Plan

9h10 Azure Messaging: EventHub, 

Event Grid, Service Bus

10h00 Azure Functions

11h00 Azure Logic Apps

12h00 Lunch Break

&

Ask The Expert

14h00 Azure Containers

15h00 Azure API Management

16h00 Azure Front Door / CDN
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Azure Support Plan

https://azure.microsoft.com/en-us/support/plans/

https://azure.microsoft.com/en-us/support/plans/


What are Azure 

App Consults 

(AAC)



Service 

overview

• Architecting

• Designing

• Implementing 

• Growing applications on the Microsoft 

Azure platform

• Series of dedicated consultations

• Microsoft engineers specializing in Azure 

technologies and services

• Help you to utilize Azure most efficiently 

for your specific needs

What 

services 

are 

included?

What is 

the 

benefit to 

me?

• Each consultation is designed to address 

your development team’s questions or 

challenges

• Your app consult engineer will work to 

identify prerequisites, provide customized 

technical guidance, and deliver a summary 

report, including a detailed action plan

What is it?



Getting 
started

Identify the 

internal need for 

an Azure App 

Consult

Select a scenario 

that matches 

your need

Have your 

internal 

ProDirect 
contact email 

PD team to 

initiate a consult

Professional Direct Manager (PDM)

Monday – Friday     Local Business Hours 

Email the ProDirect Delivery Manager to request an 

AAC: pdazure@microsoft.com

mailto:pdazure@microsoft.com


Identify the 

internal need for 

an Azure App 

Consult

Select a scenario 

that matches 

your need

Have your 

internal 

ProDirect 
contact email 

PD team to 

initiate a consult



Microsoft Learn

Microsoft.com/learn





Messaging
The lines on the architectural diagram

@DanRosanova

Group Principal Program Manager

Microsoft Azure



It’s not this…

But it’s not all that different



Service Bus Event Hubs

Streaming / KafkaEnterprise messaging 

Event Grid

Cross cloud reactive 
eventing

Storage Queues

Simple task queues



Can’t we just have one 
service to do it all?



Which of these is the 
best to eat with?



Sometimes it’s easy to pick the tool



Sometimes its just not clear which to use



Sometimes you need more than one



Sometimes you need a specialized tool

Service Bus



The “one tool” for everything 
often does nothing well



https://www.allthingsdistributed.com/2018/06/purpose-built-databases-in-aws.html

https://www.allthingsdistributed.com/2018/06/purpose-built-databases-in-aws.html


Simple Queues





Sender sends message to queue

Queue ACKs receipt

Receiver connects to queue & retrieves message

Receiver ACKs complete (or other action)



• Work items generated by 
users or processes

• Each server doing more of 
the same “work”

• “Servers” can be VM, 
Functions, Containers

• Easy to scale compute based 
on queue depth



Enterprise Messaging
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Sender only knows about Topic

Receivers only know about Subscriptions

Filters and Actions exist on Subscriptions





This sounds interesting…



Push based intelligent event routing with publish-subscribe semantics





M I C R O S O F T  C O N F I DEN T IA L  – I N T E R N A L O N LY







sub2

sub3

Storage queue

Event Hubs

sub1

Service Bus

Grid Topic







Distributed log streaming





Kafka
HTTP
AMQP











How we offer Apache Kafka in Azure

• Event Hubs – pure service available 
in single and multitenant optionsPaaS

• HDInsight – cluster you can tuneCluster

• Confluent Enterprise (and others)Marketplace

• DIY / raw Apache KafkaIaaS

Pick the approach that suits you best – Azure will help you succeed
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How we started Event 
Hubs

• Kafka or no Kafka?

• Split the team to try both

• At the time Kafka 0.7.1 was new

• Why we chose what we did
• Cloud Native

• Multitenant

• Zero message loss





What we offer in Event Hubs for Apache Kafka

Kafka
(Brokers, Zookeeper, 

Topics)

Consumer APIProducer API

Connect API KStreams API

ConsumerProducer

Connect KSQL

MirrorMaker

Schema 
Registry

DESCRIBE 
CONFIGS API

REST API (Send)

AMQP API

Provided by Event 
Hubs for Kafka

Pending 
implementation

Hosted by 
customer

Proprietary 
Confluent

Not part of Kafka 
provide by EH

Event Hubs



20ms 
Average latency send to EH

2.2 Trillion
Requests every DAY 

with Event Hubs

2PB
Monthly data written to 

storage by Capture

>80 PB
Monthly Data Volume

95
Of the 100 largest Azure 

customers use messaging 
services 

50 regions
Running our services

Azure Event Hubs

50,000+
VMs run our service

99.9998%
Weekly success rate for service



Streaming telemetry, logs, data

Batch and real-time stream together

Anything you would do with Kafka

Event Sourcing – achieving eventual consistiency



Event Sourcing

• Add head

• Add body

• Add left arm

• Add right arm

• Add left leg

• Add right leg



Event Sourcing

• Add head

• Add body

• Add left arm

• Add right arm

• Add left leg

• Add right leg



Capabilities we’ve gain from Event Sourcing

• Complete rebuild

• Temporal query

• Event replay



What cool things can you do now?

• Add head

• Add body

• Add left arm

• Add right arm

• Add left leg

• Add right leg



You can have your cake and eat it too!



Serverless Kafka Enterprise

Segmentation of the cloud messaging services

Segment Simple Queuing Eventing PubSub Streaming Enterprise Messaging

Product Storage Queues Event Grid Event Hubs Service Bus

What do you 
care about

• Communication 
within an app

• Individual message
• Queue (polling) 

semantics
• Easy to use
• Pay as you go
• Homogenous 

queues

• Communication 
between apps / orgs

• Individual message
• Push semantics
• Filtering and routing
• Pay as you go
• Fan out

• Many messages in a 
Stream (think in MBs)

• Ease of use and operation
• Low cost
• Fan in
• Strict ordering
• Works with other tools

• Instantaneous consistency
• Strict ordering
• JMS
• Non-repudiation & Security
• Geo-Replication & 

Availability
• Rich features (de-dupe, 

scheduling, etc.)

What you care 
less about

• Ordering of 
messaging

• Instantaneous 
consistency

• Ordering of 
messaging

• Instantaneous 
consistency

• Individual message 
semantics

• Server-side cursor
• At most once

• Cost
• Simplicity

Schwerpunkt

(hard point)
• Simple lightweight 

queue
• Reliable fan out push 

at massive scale
• High scale distributed log • Highly indexed full featured 

message broker



One size 
fits all?



Learning Paths
• Choose a messaging model in Azure to loosely 

connect your services

• Implement message-based communication 

workflows with Azure Service Bus

• Enable reliable messaging for Big Data 

applications using Azure Event Hubs

https://docs.microsoft.com/en-us/learn/modules/choose-a-messaging-model-in-azure-to-connect-your-services/
https://docs.microsoft.com/en-us/learn/modules/implement-message-workflows-with-service-bus/
https://docs.microsoft.com/en-us/learn/modules/enable-reliable-messaging-for-big-data-apps-using-event-hubs/






integration

https://azure.microsoft.com/en-us/services/cosmos-db/
https://azure.microsoft.com/en-us/services/storage/?v=16.50
https://azure.microsoft.com/en-us/services/bot-service/
https://azure.microsoft.com/en-us/services/stream-analytics/
https://azure.microsoft.com/en-us/services/event-grid/
https://azure.microsoft.com/en-us/services/active-directory/




Azure Functions



Language options

Public preview

More on the way!

Generally available





Platform

App delivery

OS

●●● ●●●
●●●

+

https://github.com/azure/azure-functions-host 
(+other repos)

Azure Functions 

host runtime

Azure Functions 

Core Tools

Azure Functions 

base Docker image

Azure Functions 

.NET Docker image

Azure Functions 

Node Docker image
●●●











? ? ?
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Internet

Functions 
Runtime

HTTP Front-ends

Virtual Network 
(VNET)



Virtual Network 
(VNET)

Internet

Functions 
Runtime

HTTP Front-ends



Virtual NetworkPremium Plan

Function App

Internet

Wordpress VM

Jump Box



Virtual NetworkPremium Plan

Function App

Internet

Wordpress VM

Jump Box





App App





Kubernetes cluster

Function pods

Horizontal

pod 

autoscaler

Kubernetes 
store

KEDA

Metrics 
adapter

ScalerController

CLI

1->n or n->1 0->1 or 1->0

Any 
events?

Register +
trigger and
scaling definition

External 

trigger 

source







Event-driven programming model with Kubernetes - KEDA

Premium Functions

PowerShell Core as a supported language

Dependency injection support for .NET

Extension bundles

Durable Functions stateful patterns

Streamlined Azure DevOps experience

New Serverless Community Library experience





Provide feedback:
Twitter: @azurefunctions

Stack Overflow: stackoverflow.com/questions/tagged/azure-functions

File issues: github.com/azure/azure-functions/issues

Learn and Share:
Docs: docs.microsoft.com/azure/azure-functions/

Learn: docs.microsoft.com/learn/modules/create-serverless-logic-with-azure-

functions

Github main repo: github.com/Azure/Azure-Functions

Share your solutions: serverlesslibrary.net

https://twitter.com/azurefunctions
https://stackoverflow.com/questions/tagged/azure-functions
https://github.com/azure/azure-functions/issues
https://docs.microsoft.com/en-us/azure/azure-functions/
https://docs.microsoft.com/learn/modules/create-serverless-logic-with-azure-functions/
https://github.com/Azure/Azure-Functions
https://serverlesslibrary.net/


Learning Paths
• Create serverless logic with Azure Functions

• Execute an Azure Function with triggers

• Create a long-running serverless workflow with 

Durable Functions

• Develop, test, and deploy an Azure Function with 

Visual Studio

https://docs.microsoft.com/en-us/learn/modules/create-serverless-logic-with-azure-functions/
https://docs.microsoft.com/en-us/learn/modules/execute-azure-function-with-triggers/
https://docs.microsoft.com/en-us/learn/modules/create-long-running-serverless-workflow-with-durable-functions/index
https://docs.microsoft.com/en-us/learn/modules/develop-test-deploy-azure-functions-with-visual-studio/






Source: Gartner’s How to Implement a Truly Hybrid Integration Platform, published February 2018



EAI, RPA, 
Intelligent 

automation

EDI, X12, 
EDIFACT, AS2, 
RosettaNet, 

HL7, FHIR, EBIX

Consumer, 
Enterprise, 

niche/broad

Devices, things, 
edge

Databases, file 
systems, protocols, 
warehouses, ETL, 

MDM





Integration Platform as a Service





Platform Flexibility

Messaging Data 

Wrangling

B2B & EDI EAI

(hybrid)

&

SaaS

Smart 

Integration





Connect on-premises data and 

apps with SaaS, PaaS & cloud

Run mission-critical, complex 

integration scenarios with ease

Build smart integrations with 

Azure and beyond with nearly 

300 connectors

Connect with B2B business 

partners 



Recurrence/advanced scheduling 

Polling

Webhook

Request



Scope

Condition

Switch-case

For each

Do-until

Variables



Call APIs

Invoke code

Batching operations

Message handling

Expressions & operators

Map Data







Azure Integration Services



https://enterprise.microsoft.com/en-us/blog/microsoft-in-business/?post_type=articles&product=azure-logic-apps

https://enterprise.microsoft.com/en-us/blog/microsoft-in-business/?post_type=articles&product=azure-logic-apps


https://aka.ms/eipaasmq

Recognized As 2018 Leaders by Gartner

https://aka.ms/eipaasmq


https://aka.ms/eipaasmq

Recognized As 2019 Leaders by Gartner

https://aka.ms/eipaasmq


• What are the benefits?

• Technical capabilities
• Easy bi-directional SAP integration with Azure

• Send and receive data to/from SAP ECC and S/4 HANA systems

• IDOC, RFC and BAPI support

• Interested in learning more?
• http://aka.ms/saplogicapps to get started

http://aka.ms/saplogicapps


Integration Service Environments

• VNET connectivity

• Private static outbound IPs

• Dedicated compute

• Isolated storage

• Flat cost

• Higher Limits

• Faster provisioning

• Better monitoring



What’s New

✓Integration Service Environment GA

✓SAP Connector GA

✓Inline Code with JavaScript public 
preview

✓Azure Gov Cloud Virginia

✓Managed Identities limit increased

✓Sliding window trigger

✓Visual Studio 2019 logic apps 
extension

✓Blockchain templates

New Connectors

✓Azure Key Vault

✓AS2 v2

✓Updated Ethereum connector

✓Data8 Data Enrichment

✓EasyVista Service Manager

✓Casper365 for Education

✓CommercientCPQ

✓Cloud PKI Management

✓Connector General Availability



In-Progress

❑ISE:
❑Connector manager
❑Internal load balancer

❑Inline Code for PowerShell and C#
❑Input/Output Secrets hiding

❑User-assigned managed identities
❑Gateways across subscriptions

❑RosettaNet

❑VSCode – Logic Apps Project
❑SAP connector features
❑Visual Studio 2019 cloud explorer

❑New public regions
❑France, Korea, South Africa, UAE

Connectors
❑IBM CICS, Host File
❑SQL Azure AD
❑SAP new features
❑ISE: SAP
❑ISE: File System
❑Amazon SQS
❑Amazon S3
❑SignNow
❑RealPad



https://aka.ms/integrationpaper

AIS Whitepaper…

https://aka.ms/integrationpaper


Call to Action

Microsoft Integration Platform as a Service http://aka.ms/ipaas

Gartner’s Magic Quadrant for Enterprise Integration Platform as a Service  http://aka.ms/eipaasmq

Azure Essentials – Integrating your Apps with Azure http://aka.ms/integrationessentials

White paper Introducing Azure Integration Services https://aka.ms/integrationpaper

Try it out – http://aka.ms/azureintegrationservices

http://aka.ms/ipaas
http://aka.ms/eipaasmq
http://aka.ms/integrationessentials
https://aka.ms/integrationpaper
http://aka.ms/azureintegrationservices


Q&A



Learning Paths
• Introduction to Azure Logic Apps

• Call an API from a Logic Apps workflow using a 

custom connector

• Create and deploy Logic Apps using Azure 

Resource Manager templates

https://docs.microsoft.com/en-us/learn/modules/intro-to-logic-apps/
https://docs.microsoft.com/en-us/learn/modules/logic-apps-and-custom-connectors/
https://docs.microsoft.com/en-us/learn/modules/create-deploy-logic-apps-using-arm-templates/




Developer benefits

Greater agility through smaller teams

Flexibility to use preferred technology

Improved app resiliency and scalability 

Easier to perform schema updates more frequently

Simplified integration with third-party APIs

Business benefits

Faster feature releases to meet customer demands

Greater visibility into cost and resource allocations

Improved partner collaboration

Easier to attract and retain top-notch developers

Cutting-edge technologies keep developer skills fresh

Microservices: a modern approach for agile and focused teams



© Microsoft Corporation

O
n

-p
re

m
is

e
s Application

Data

Infrastructure

SaaSCloud-Native

Rehost Refactor Rearchitect Rebuild/New Replace

Migration Modernization

Modernization “path” (the 5 Rs)

DevOps

Virtual 
Machines

Containers & 
Executables

App, Data, & AI 
Services

Microservices



© Microsoft Corporation

Parts of existing 
application 

rearchitected

Existing application + 
new microservices

Existing app hosted 
as container or 

executable

ModernizationExisting 
application

Refactor Rearchitect

Modernization with containers



Benefits of using containers

On-premises

Cloud

Anywhere

Monolith

Microservice

Any app

.Net

Java

Python

Node

Any language

Linux

Windows

Any OS



Benefits of using containers

Agility

Ship apps 
faster 

Portability

Easily move 
workloads 

Rapid scale

Scale easily 
to meet 

demand 

Density

Achieve 
resource 

efficiency



Container momentum

Nearly 50% of organizations1

running 1000 or more hosts 

have adopted containers.

Larger companies
are leading the
adoption.1

50%

Half of 
container 
environment is 
orchestrated.1 77%
77%of companies2 who use 

container orchestrators choose 

Kubernetes.

75%

The average size 
of a container 
deployment 
has grown 75% 
in one year. 1

“By 2020, more than 50% of enterprises 

will run mission-critical, containerized 

cloud-native applications in production.”

1 Datadog report: 8 Surprising Facts About Real Docker Adoption   
2 CNCF survey: cloud-native-technologies-scaling-production-applications

https://www.datadoghq.com/docker-adoption/index.html
https://www.cncf.io/blog/2017/12/06/cloud-native-technologies-scaling-production-applications/


Using containers (orchestration?)

Scheduling Affinity/anti-
affinity

Health 
monitoring

Failover

Scaling Networking Service 
discovery 

Coordinated 
app upgrades



Containers on Azure 

Accelerate 
containerized 

application 
development

Deploy containerized 
applications in your 

preferred environment

Manage, monitor, and 
help secure your 

containers

Flexibility Productivity Trust 



Azure accelerates containerized app development Flexibility Productivity Trust 



Containers in Azure

Choice of developer tools and clients

Azure Container Registry Docker Hub

App Service

Deploy web apps 

or APIs using 

containers in a 

PaaS environment

Service Fabric

Modernize .NET 

applications to 

microservices 

using Windows 

Server containers

Kubernetes Service

Scale and orchestrate 

Linux containers using 

Kubernetes

Ecosystem

Bring your 

Partner solutions 

that run great on 

Azure 

Container Instance

Serveless

Containers on 

Demand (CaaS)



Azure Container Instances (ACI)
Serverless containers on demand

Increase agility 

with containers on 

demand

Secure applications 

with hypervisor 

isolation

Run containers 

without managing 

servers



Core scenarios

• Learning to use containers!

• Stateless workers for
• Test agents and simulation

• Build agents and devops

• ML / data ingestion pipelines

• Scalable “back-end” for cloud native solutions
• Use ACI with a brain elsewhere (Fn, AKS, SF, another ACI)

• Virtual nodes



Rapidly growing software company attracts 
customers with seamless cloud demo experience

We are far more responsive to customer needs since adding Azure Container 
Instances. Our Marketplace demos are powerful marketing tools for Jedox, and 
we’ve used Azure to improve the customer experience significantly.

Vladislav Malicevic , Vice President Development and Support, Jedox

Challenge: Jedox needed a more lightweight compute unit than virtual machines to power its 
website demos and provide a good customer experience.

Solution: The company used Microsoft Azure Container Instances to support the Jedox
Marketplace and power its demos. 

Outcome: With ACI, Jedox is able to spin up customer demos on demand, improve 
provisioning speed, build confidence in the cloud, and lower IT costs.

http://customers.microsoft.com/en-us/story/jedox-professional-services-azure






Roadmap

• Stabilize and provide GA support for various integrations

• Deploy to a custom VNet (GA Linux, preview Windows)

• Supporting ML/Data ingestion workloads with GPUs

• More availability and better performance





Azure Kubernetes Service (AKS)
Simplified deployment, management, and operations for k8s

Deploy and 
manage Kubernetes 

with ease

Scale and run 
applications with 

confidence 

Secure your 
Kubernetes 

environment

Accelerate 
containerized application 

development

Work how you want 
with open-source 

tools & APIs

Set up 
CI/CD in a 
few clicks



Core scenarios

• Kubernetes! (Managed)

• Linux based container applications

• When you actually need an orchestrator…
• Scaling (including autoscaling)

• Managing app lifecycle

• Managing infra

• Communication scenarios like service discovery, DNS resolution, etc. 



Siemens Health leverages technology to connect 
medical devices to the cloud through AKS

Challenge: Siemens needed to speed up their development process to make the transition 
from value-added services provider to platform provider.

Solution: Siemens adopted Azure Kubernetes Service (AKS) to speed up application 
development and run their microservices-based apps. 

Outcome: With AKS, Siemens has driven newfound product development agility. AKS enables 
them to use an applicant gateway and API management to manage exposure, 
control, and to meter the access continuously.

The managed Azure Kubernetes Service puts us really into a position to not only 
deploy our business logic in Docker containers, including the orchestration, but it’s 
also really easy through application gateway and API management to manage that 
exposure and control and meter the access continuously.

Thomas Gossler, Lead Architect - Digital Ecosystem Platform, Siemens

http://customers.microsoft.com/en-us/story/siemens-manufacturing-xamarin


Azure Kubernetes momentum

30x
Azure Kubernetes Service

usage grew 30x since it was made 

generally available in June 2018

Trusted by thousands of customers

Dated November 2018



Manage Kubernetes with ease

• Automated provisioning, 

upgrades, patches

• High reliability, availability 

• Easy, secure cluster scaling

• Self-healing 

• API server monitoring

• At no charge

API server

Controller 

ManagerScheduler

etcd

Store

Cloud 

Controller

Self-managed master node(s)

Customer VMs

App/ 
workload 

definitionUser

Docker

Pods

Docker

Pods

Docker

Pods

Docker

Pods

Docker

Pods

Schedule pods over 
private tunnel

Kubernetes 
API endpoint

Azure managed control plane

Infrastructure automation



Manage Kubernetes with ease

Responsibilities DIY with Kubernetes Managed Kubernetes on Azure

Containerization 

Application iteration, 
debugging

CI/CD

Cluster hosting

Cluster upgrade 

Patching

Scaling

Monitoring and logging

Customer Microsoft



Build on a secure, enterprise-grade platform

Secure network 

communications with 

VNET and network policy

Control access through 

AAD and RBAC

Put guardrails in your 

development process with 

Azure Policy



AKS with RBAC

Azure 

Storage

SQL 

Database

Cosmos 

DB

Azure VNet

Node Node

Pod Pod

AAD Pod Identity

Azure 

Key Vault

Active 

Directory
Active 

Directory

Identity
Use familiar tools like AAD for fine-grained identity and access control to Kubernetes resources from cluster to 
containers

https://azure.microsoft.com/en-us/services/active-directory/


Networking

Kubernetes cluster: Azure VNET

App Gateway

Worker node

Pods

Containers

kubelet

Control plane

Internal 

Load Balancer

Ingress 
Controller

Worker node

Pods

Containers

kubelet

…

Namespace

External
DNS

Secure your Kubernetes workloads with virtual network and policy-driven communication paths 

between resources 

https://azure.microsoft.com/en-us/services/virtual-network/


Governance

Cloud 

Architect

Developer

Cluster-1 Cluster-2 Cluster-3

AKS

Azure 

Policy

Cluster-3



Cluster-2Cluster-1

Compliance reports

Assigns a policy 
across clusters

Real-time enforcement 
of 

policy and feedback 

Compliance reports for the 
entire environment, with pod-

level granularity 

Dynamically enforce guardrails defined in Azure Policy across multiple clusters—nodes, pods, and even container 
images can be tracked and validated at the time of deployment or as part of CI/CD workflows

https://azure.microsoft.com/en-us/services/azure-policy/


Run anything, anywhere

From Windows to Linux containers, from public cloud 

to IoT edge, use Kubernetes on Azure to orchestrate 

any type of workloads running in the environment of 

your choice, including Azure Stack and Azure 
Government. 

Azure works with your app modernization goals, 

helps dial up your Kubernetes skills, and apply best 

practices in production​.

Environment 

IoT EdgePublic cloud 

Container

LinuxWindows

Azure
Government

Azure
Stack

Yo
u

r 
ch

o
ic

e 
o

f…

http://aka.ms/k8slearning
http://aka.ms/aks/bestpractices
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Serverless k8s with VN
The Virtual Node schedules pods on 

Azure Container Instances

(fully managed by Azure)
API server

Controller 

ManagerScheduler

etcd

Store

Cloud 

Controller

Self-managed master node(s)

Customer VMs

App/ 
workload 

definitionUser

Schedule pods over 
private tunnel

Kubernetes 
API endpoint

Azure managed control plane

Docker

Pods

Docker

Pods

kubelet kube-proxy

VM

Docker

Pods

Docker

Pods

kubelet kube-proxy

VM
Docker

Pods

Docker

Pods

kubelet

kube-proxy

Azure Container Instances

Schedule pods over 
private tunnel

Virtual Node

Azure managed





Node auto-repair

Achieve always-on state with self-healing clusters. AKS will 
initiate a repair process automatically if a health check fails

Cluster auto-upgrade
Stay up to date with the latest and greatest of Kubernetes 
and get patching and security updates automatically

Low priority node pools

Realize huge cost savings with pre-emptible VMs

Private clusters
Limit access to the Kubernetes API server to your Azure 
virtual network 

Pod identity
Securely communicate with Azure services like Key Vault and 
Storage by giving Kubernetes pods their own first-class 
identity in Azure Active Directory

Availability Zones
Achieve higher availability and resiliency

KeyVault FlexVolume for Kubernetes
Centrally store secrets outside of clusters



Azure Service Fabric
Microservices platform for mission critical applications

Build Deploy Operate

always-on, highly scalable microservice apps

</>

.NET

</>

Flexible 

infrastructure

Lifecycle

management

24/7 availability 

& performance

Elastic 

scalability

Microservice 

and container

orchestration

Security &

compliance

Health &

monitoring



Core scenarios

• .NET stack and developer expertise

• Windows containers in production in the next year

• Service Fabric programming models
• Highly performant stateful compute

• Orchestrate .exe processes

• Combine container and non-containerized workloads

• Azure supported hybrid deployments



Benefits: • Run Windows containers with existing code & 
new microservices together

• Securely expose business applications using REST 
APIs

• Improved agility makes it easier for developers 
to update container applications and services

• Scalable microservices-based platform for 
stateless/stateful workloads

Zeiss creates smart devices by connecting field devices with back-end systems

With Service Fabric we rely on a robust and scalable platform which host our 
digital integration scenarios – stateful integrations in Reliable Services and 
stateless integrations in containers can be hosted side by side on one platform. 

Kai Walter, Lead IT Solution Architect ZEISS Group



You

AzureR
e
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b
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ty

Service Fabric product offerings

Hardware
OS patching

Runtime upgrades
Micro-billing

Cluster capacity planning 
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Azure Service Fabric 
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Azure Service Fabric
clusters
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© Microsoft Corporation

• Cluster reliability
• New & improved safety checks to prevent accidental actions impacting cluster health/stability

• Set custom upgrade rollout process to enable granular upgrades (node by node)

• Security
• Auto cert rotation for cluster certificates 

• Enforce certificate validations, so that only valid cluster certificates are used

• Auditing & diagnostics
• Increased set of container events and made container management more transparent

• Control Plane Audit log

• Sys-Log integration for Linux

Other improvements



© Microsoft Corporation

• Managed Identity support 
• MI (Managed Identities) for applications and services deployed as Azure resources 

• AAD-based authentication to other Azure services, for security and ease of use

• Container support
• Windows Server 2019 / 1809 containers

• Hyper-V isolated container support

• Volumes – GA support for Service Fabric volume disk

• Improved diagnostics experience for clusters (yes, even more)

• Low priority VMs for stateless (volatile) workloads

Roadmap 
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OS patching

Runtime upgrades
Micro-billing
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Azure Service Fabric 
Mesh

Cluster capacity planning
Network and storage

Application deployment

Hardware
OS patching

Runtime upgrades
Billing

Azure Service Fabric
clusters

Service Fabric Standalone

Hardware
OS patching

Runtime upgrades
Billing

Cluster capacity planning 
Network and storage

Application deployment



“How do I have easy, informative diagnostics 
configured for my applications by default?”

“How do I build an application gateway to route all 
my requests to a specific service?”

“How do a update a single microservice with no downtime 
in production with a CI/CD pipeline?”

“How do I handle the complexity of network failures 
and retries between microservices?”

“How can I be billed on a more granular 
level based on usage?”

“How do I easily scale-in and 
scale-out my cluster?” 

“How do I set up automatic scaling of my 
cluster for peak times?”

“How many VMSS node types should I have?”

“What size VMs should I use?”

“How do I manage my VM and application certificates? 
How do I get automated rollover?”

To solve - Application and infrastructure challenges

You
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Hardware
OS patching

Runtime upgrades
Micro-billing

Cluster capacity planning 
Network and storage

Application deployment

Azure Service Fabric 
Mesh

Managing infrastructure is hard and unnecessary



Fully managed serverless platform for microservices
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Runtime upgrades
Micro-billing

Cluster capacity planning 
Network and storage

Application deployment

Azure Service Fabric 
Mesh



Spring 2019 Refresh release
• Support for Windows Server 2019, 1809 

containers

• Integration with Managed Identities 

• Improvements to container diagnostics via 
Azure Monitor

• Billing starts (50%) 

• Coming later
• Availability in more regions

• BYO Vnet

• Performance enhancements

• Evolved application model

Service Fabric Resource Model

Applications and Services

Networks

Volumes

Gateways / routing rules

Auto-scale rules

Secrets



SF Mesh preview – Early Last year.

Mesh RP /Control Plane

Service Fabric Cluster 1
(5000 Nodes, 80000 Cores)

SF resource Model

Service Fabric Clusters Pools



SF Mesh preview – Second half of Last year.

SF resource Model

Mesh RP /Control Plane

Service Fabric Cluster 1
(5000 Nodes, 80000 Cores)

Service Fabric Cluster n
(5000 Nodes, 80000 GPU Cores)

Linux Functions 

Service 

Functions 

definition



Linux Functions 

Service 

Functions 

definition

SF Mesh preview – End of the year

Mesh RP /Control Plane

Service Fabric Cluster 1
(5000 Nodes, 80000 Cores)

Service Fabric Cluster n
(5000 Nodes, 80000 GPU Cores)

SF resource 

Model

container 

groups
networks secrets volume auto scale

update

policies
. . . . . . . . . . . . 



Linux Functions 

Service 

Functions 

definition

SF Mesh preview – Evolution

Mesh RP /Control Plane

Service Fabric Cluster 1
(5000 Nodes, 80000 Cores)

Service Fabric Cluster n
(5000 Nodes, 80000 GPU Cores)

container 

groups
networks secrets volume auto scale

update

policies
. . . . . . . . . . . . 

Evolved app 

model Service

OSS friendly App 

Package Definition



Linux Functions 

Service 

Functions 

definition

SF Mesh preview – Evolution

Atlas RP /Control Plane

Service Fabric Cluster 1
(5000 Nodes, 80000 Cores)

Service Fabric Cluster n
(5000 Nodes, 80000 GPU Cores)

container 

groups
networks secrets volume auto scale

update

policies
. . . . . . . . . . . . 

Evolved app 

model Service

OSS friendly App 

Package Definition

ACI

Future 

Serverless 

Multitenant  

Services



Fully managed platform

Automatic scaling
and load balancing

High availability
w/ auto-patching

Backup &
recovery

Accelerated outer loop

Intelligent diagnostics & 
troubleshooting, remote debugging

Built-in CI/CD w/
Deployment Slots

Tight integration w/ Docker 
Hub, Azure Container Registry

Flexibility & choices

Single Docker image, multi 
container w/ Docker Compose

IntelliJ, , Jenkin, Maven 
Visual Studio family

From CLI, portal, or
ARM template

App Service
Easily deploy and run container-based web apps at scale

Azure Kubernetes 
Service (AKS)

Azure Container 
Instances (ACI)

Azure Container 
Registry (ACR)

Service Fabric

App Service

Azure Batch



Enable applications and algorithms to 
easily and efficiently run in parallel at scale.

Run Batch tasks without having to manage an 
environment and dependencies.

Package, execute, and scale your High 
Performance Computing applications and batch 
workloads in a consistent, reproducible manner.

Azure Batch
Run repetitive compute jobs using containers

Azure Kubernetes 
Service (AKS)

Azure Container 
Instances (ACI)

Azure Container 
Registry (ACR)

Service Fabric

App Service

Azure Batch



Use familiar, open-
source Docker CLI tools

Azure Container Registry 
geo-replication

Manage images for all 
types of containers

Azure Container Registry (ACR)
Manage a Docker private registry as a first-class Azure resource

Azure Kubernetes 
Service (AKS)

Azure Container 
Instances (ACI)

Azure Container 
Registry (ACR)

Service Fabric

App Service

Azure Batch



Containers in Azure

Choice of developer tools and clients

Azure Container Registry Docker Hub

App Service

Deploy web apps 

or APIs using 

containers in a 

PaaS environment

Service Fabric

Modernize .NET 

applications to 

microservices 

using Windows 

Server containers

Kubernetes Service

Scale and orchestrate 

Linux containers using 

Kubernetes

Ecosystem

Bring your 

Partner solutions 

that run great on 

Azure 

Container Instance

Serveless

Containers on 

Demand (CaaS)



Use the right tool for the job

• ACI
• First steps into containers
• Burst workloads that run for a long time

• AKS
• Orchestrating containers (market’s preferred platform)

• Service Fabric
• Windows containers
• Not-only-containers

• App Services
• Hosting (‘simpler’) web applications in containers

• Functions
• Burst workloads that run for a short time
• Functions runtime / programming model for event-driven compute

• Batch
• Scheduled repeatable tasks that run at scale





Learning Paths
• Run Docker containers with Azure Container 

Instances

• Build a containerized web application with Docker

• Build and store container images with Azure 

Container Registry

https://docs.microsoft.com/en-us/learn/paths/administer-containers-in-azure/
https://docs.microsoft.com/en-us/learn/modules/intro-to-containers/index
https://docs.microsoft.com/en-us/learn/modules/build-and-store-container-images/index




Digital transformation
1950 1960 1970 1980 1990 2000 2010 2020



Digital transformation is built on APIs

APIs



Frictionless consumption

Self-service user onboarding

Front door

Single point of ingress

Essence of API management

Façade

Hide backends from clients



APIs

Digital transformation is built on APIs



APIs

Portal Gateway Admin

Abstract
Secure and protect
Manage lifecycle
Monitor and measure
Monetize

API
providers

API
consumers

Discover
Learn

Try
Get access

Get help

API management solves API-related challenges



Cloud migrations
Replacement for API management solution used on-premises

Reach-back to on-premises APIs

Cloud-born apps
App modernization and cloud-native apps

API gateway for PaaS, container and serverless-based microservices

IoT solutions Management of control plane APIs

Big Data platform Management of reporting and insights APIs

Two-speed IT
Digital transformation

Enterprise-wide API catalog and governance

Top scenarios for API Management



Customer use cases
Enterprise API catalog

Customer and partner integration

Mobile enablement and IoT

APIs as a business

Gateway for microservices



There is a policy for that



C# code with selected .NET types

Access to the request context

Flexible extension of policies



Policy scopes

global

product

api

operation

to backend

from backend

from caller

to caller



Demo:
Policies



Dedicated tiers



Consumption tier
Consumption NEW Developer | Basic | Standard | Premium

No infrastructure to provision or manage No infrastructure to provision or manage

Built-in high availability Built-in high availability

Built-in auto-scaling (down to zero) Manual or external auto-scaling

Consumption-based micro billing Billing based on reserved capacity

No reserved capacity Reserved capacity

Shared resources Dedicated resources

On-demand activation Always on

Curated set of features Full set of features

Usage limits Ungoverned



Gateway for serverless microservices
Functions, Logic Apps

Simplified and secure façade for serverless resources
Service Bus queues and topics, Storage, etc.

Gateway for spiky traffic

Entry-level API management

Test and experimental environments

GA is planned for summer 2019



API versioning



Versions and revisions

/v1

/v2

;rev=1

;rev=2

;rev=3

;rev=4

;rev=1

;rev=2

/speakers

/sessions

/days

https://example.org/ foo

Service Instance API Version RevisionOperation

/events

/speakers

/sessions

/venues

offline

online

current



Demo:
Versioning

Developer portal



Users, groups, products, APIs, and 
subscriptions



Portal

Gateway

Admin

Key

OAuth 2 & OpenID Connect

Client certificate

IP filter

External authorizer (custom)

Rate limits and quotas

Data plane security

Key

Mutual certificate

OAuth 2 & OpenID Connect

HTTP Basic

IP filter

Network security (VNET)



Username/Password

Internet identity providers:

Microsoft account

Google account

Facebook account

Twitter account

Delegated (custom)

Azure AD

Azure AD B2C

Developer portal security

API consumers Portal

Gateway

Admin



VNETs and hybrid

Gateway

VPN

VNET



Observability
Tech Reporting Monitoring Debugging Data lag Retention Sampling

Data 
schema

Data kind Enabled

API 
inspector

- - Good Instant Last 100 traces 
Turned on per 

request

Fixed

can be extended

Request trace Always

Built-in 
reports

Basic - - Minutes Unspecified 100% Fixed
Reports

Logs via API
Always

Azure 
Monitor 
Metrics

Basic Good - Minutes
90 days

export to extend
100% Fixed Metrics Always

Azure 
Monitor

Good Good Good Minutes
31 day (5GB)

upgrade to extend

100%

adjustable
Fixed Logs Optional

Azure App 
Insights

Good Good Good Seconds
90 days (5GB)

upgrade to extend
Custom

Choice of 
presets

Logs, metrics Optional

Log to 
Event Hub

Custom Custom Custom Seconds User managed Custom Custom Logs Optional



Demo:
Usage analytics



Regional availability





Default multi-region topology



Production

API developers

Development

API publishers

Publisher repository

Shared templates

Shared resources

Developer repository



Additional resources

Tutorials, documentation, and references http://aka.ms/apimdocs

Public discussion forum http://aka.ms/apimso

Reusable policy examples http://aka.ms/apimpolicyexamples

DevOps guidance and tools http://aka.ms/apimdevops

Public product updates http://aka.ms/apimupdates

Public roadmap http://aka.ms/apimroadmap

Feedback and feature requests http://aka.ms/apimwish

Customer stories http://aka.ms/apimcustomers

http://aka.ms/apimdocs
http://aka.ms/apimso
http://aka.ms/apimpolicyexamples
http://aka.ms/apimdevops
http://aka.ms/apimupdates
http://aka.ms/apimroadmap
http://aka.ms/apimwish
http://aka.ms/apimcustomers




Questions



Learning Paths

• Publish and manage your APIs with Azure API 

Management

https://docs.microsoft.com/en-us/learn/modules/publish-manage-apis-with-azure-api-management/


Microsoft Confidential – for internal only use by partners.

Fast, secure and reliable application 
delivery with Azure Front Door

Sofiane Djeffal
sofiane.djeffal@microsoft.com





With private global cloud connectivity from 

Azure, we can focus on:



Region / ZoneGlobal

HTTP/S

Non-HTTP/STraffic 

Manager
Load Balancer 

(Public/Internal)

Front Door
Application Gateway

Maximize global reliability and 
performance with cross-region 

and zonal redundancy for HTTP(S) 

apps.

Migrate to the cloud with 

cross-region and on-prem 
resources for non-HTTP(s) 

apps.



Front Door enables Bing to operate at scale with 

competitive performance while also scaling agile 
development across many independent 
microservices. 

“Azure DevOps has onboarded all of its 

microservices to the Azure Front Door Service over 
the past year. It provides us with significant benefits 
in terms of both performance and reliability.”

https://azure.com/frontdoor





• Application acceleration at Microsoft’s edge

• Global HTTP load balancing with fast failover

• Massive SSL offload, integrated static caching

• Global WAF at edge, secure, protect services

• Free domain and certificate management

• Global app dashboard, service insights

/*

/search/*

/statics/*

Azure Front Door Service



Andreas Larsson
Director of Engineering - Software Products



InMobi is a global provider of enterprise platforms for marketers. The platform 

enables consumers to discover new products and services by providing 
contextual, relevant, and curated recommendations on mobile apps and devices. 
Their mobile-first platform allows brands, developers and publishers to engage 

consumers through mobile advertising

Ravi Krishnaswamy

Chief Technology Officer



eShopWorld is an eCommerce company that provides a technology platform to 

brands and retailers that wish to sell online into global markets. Their technology 
makes brands’ websites feel local to the shoppers in those countries, and 
manages the end-to-end buyer journey, from checkout to returns. 

Colin Farrelly

DevOps SME



Azure Front Door - Scenarios
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Azure Front Door - Scenarios



typical 

ADN serves as and to enable delivery and cost by 

Dynamic Site Acceleration

Connecting directly to cloud services relies on “last-mile”, unoptimized solutions to traverse global connections at high cost

Anycast

Nice

Hong Kong

Santa Clara

Application Server

Amsterdam

Clients

Nice



100K+
MILES OF FIBER AND SUBSEA CABLE

35+
COUNTRIE S

65+
METROS



* Internal assessment shows that the numbers will be even better if origin is in Azure

Measurements below are application latency from public Cedexis.com users (DSA/proxy latency).

Lower is better.



WAF

Front Door

SQLi, XSS

Malicious 

Bots

×
/*

IP restriction rules in 
region allows access 
from AFD only

/store/*





Microsoft Confidential



Azure Front Door - Scenarios



Learning Paths

• Create a Content Delivery Network for your 

Website with Azure CDN and Blob Services

• Load balance your web service traffic with 

Application Gateway

https://docs.microsoft.com/en-us/learn/modules/create-cdn-static-resources-blob-storage/
https://docs.microsoft.com/en-us/learn/modules/load-balance-web-traffic-with-application-gateway/




M I C R O S O F T  C O N F I DEN T IA L  – I N T E R N A L O N LY

/subscriptions/mysubscription/resourceGroups/myresourcegroup/providers/Micro

soft.Storage/containers/myblobcontainer/providers/Microsoft.EventGrid/eventS

ubscriptions/mystoragesubscription



"destination": {

"endpointType": "webhook",

"properties": {

"endpointUrl": "https://dogfoodtesting.azurewebsites.net/api/HttpTriggerCSharp1?

code=VXbGWce53l48Mt8wuotr0GPmyJ/nDT4hgdFj9DpBiRt38qqnnm5OFg=="

}

}

"filter": {

"includedEventTypes": [ "blobCreated", "blobDeleted" ],

"subjectBeginsWith": “/blobServices/default/containers/mycontainer/log",

"subjectEndsWith": ".jpg",

"subjectIsCaseSensitive": "true"

}


